The summary of the Joint OSSE meeting on November 20, 2008
12/4/08

Attendees:

Ron Errico (GMAO), Lars Peter Riishojgaard(JCSDA), Tom Kleespies (NESDIS), Jack Woollen(EMC), Runhua Young (GMAO),  Haibing Sun (NESDIS), Yucheng Song (EMC), David Groff(EMC), Mozheng Wei (EMC), Daryl Kleist(EMC),  Yoshiaki Sato (EMC-JMA),  Michiko Masutani (EMC-JCSDA)
Dial-In:  (Only people who identified themselves. Possibly more people dialed in):

Tom Schlatter(ESRL), Yuanfu Xie(ESRL), Nikki Prive(ESRL), Daniel L Birkenheuer(ESRL),Dezso Devenyi(ESRL), Oreste Reale (NASA/GLA), Zhaoxia Pu(Univ. Utah), Chris Hill (MSU), Xingang Fan(MSU), Erik Andersson(ECMWF, trouble with his connection)
Appology of absence received
Dave Emmitt (SWA) out of country
Agenda and presentations

Presentations are posted at

http://www.emc.ncep.noaa.gov/research/JointOSSEs/record/2008/Nov08/
1. Summary of progress (Masutani)

Agenda_081120.ppt, Joint_OSSE_Progress_Oct08.v1.doc

2. Status of Generation of Simulated Observations for the Joint OSSE

(Ron Errico and Runhua Yang)
Errico_081120_ncep2.ppt

3. OSSE calibration at ESRL   (Nikki Prive and Yuanfu Xsi)

Prive_calib_nov20.ppt

4.  Potential future Nature Run (Masutani)
(Not covered in this meeting)

http://www.emc.ncep.noaa.gov/research/JointOSSEs/forums/Future_NR.20081120.ppt
1. Progress  

a.  Simulation of radiance at NCEP
Masutani simulated AIRS and HIRS 3/ HIRS 4 for the whole period using the GMAO observation simulator.  AMSU requires some work.  NOAA14 AMSU from NCEP bufr files may be required.  By using many processors and submitting each day in a separate processor and directory, one year can be processed in one day.  The GMAO codes require some random access decoded grib data and data saved as a binary file in each directory.  No error is added.  Data must be reprocessed with new tuning parameter.  
Tong Zhu continues to work on Jack's thinned data.  The thinning is based on actual use in operations.  The results should be compared with the thinning method by GMAO.
Haibing continues to maintain his simulation code and scripts.  The codes use SARTA and CRTM and there is interest in using this script and code to treat CRTM.
Tom Kleespies advised on the method to validate the data.

b.  Progress 
Northrun Grummum has downloaded data.
ITT is showing an interest towards OSSE.
JPL has an interest toward a quick OSSE. 

Quick OSSE is not even mentioned.  

They (who?) need something to justify the mission.  Many people who wants Quick OSSE doesn’t understand data assimilation.  We have to educate people and collaborate.  We have to work step by step.  Quick OSSE is like sending moon by tie fire cracked to man to go to moon.  We have to work on step by step. That how NASA managed to send people to moon.
2. Status of Generation of Simulated Observations for the Joint OSSE

(Ron Errico and Runhua Yang)
Acknowledgements:  Meta Sienkiewicz, Emily Liu, Ricardo Todling, Ronald Gelaro, Joanna Joiner, Tong Zhu, Quansheng Liu, and Michele Rienecker

Errico_081120_ncep2.ppt
Software provided:
1. Software for generating conventional obs (NCEP .prepbufr file);
2. Software for simulating radiances for HIRS2/3, AMSUA/B, AIRS, MSU;
3.    Software for generating random obs. error:
GSI BUFR format,
Tunable parameters,
Adaptable software,
Documented software.
Evaluation for Jan 2006:
Spin-up starts Dec 1 (exp. 1) or Dec 15 (exp. 2). 

Data assimilation system:  NCEP/GMAO GSI (3DVAR), at 6-hour periods. 

Resolution of DAS: 2 deg lat, 2.5 deg lon, 72 levels, top at 1 Pa.
Conventional obs include: raobs, aircraft, ships, vad winds, wind profilers, sfc stations, SSMI and Quikscat sfc winds, and sat winds. 
(Approximate number used = 1.4 M/day)

Radiance obs include: HIRS2, HIRS3, AMSUA, AMSUB, AIRS, and MSU.

(Approximate number used = 3 M/day)

Exp. 1:   First experiment with simulated obs (no MSU)

Exp. 2:  Several corrections and first attempt at tuning

Note the results are produced the day before and possibly update requires.  Update will be posted with a slightly different name.  Changing machine delayed the work.   Data included AIRS, HIRS, AMSU, MSU but not GOES, or precip information.
Obs error:
Only uncorrelated error is included.  There is no instrumental bias and, therefore, no bias correction is performed in the DAS.  Errors include representativeness error and a tunable inflation factor.

Tom asked about actual instrument noise.  He offered information needed to simulate the instrumental error.

Evaluation for Jan 2006:
Spin-up starts Dec 1 (exp. 1) or Dec 15 (exp. 2) 

Data assimilation system:  NCEP/GMAO GSI (3DVAR), 6-hour periods 

Resolution of DAS: 2 deg lat, 2.5 deg lon, 72 levels, top at 1 Pa

Conventional Obs include: raobs, aircraft, ships, vad winds, wind profilers,

                                            sfc stations, SSMI and Qkscat sfc winds, sat winds

                                            (Approx # used 1.4 M/day)

Radiance Obs include: HIRS2, HIRS3, AMSUA, AMSUB, AIRS, MSU

                                     (Approx # used = 3 M/day)



This is the number used.
The analysis increment of U in the NCEP OSSE was not realistic in the SH possibly due to an unrealistic data impact from TOVS.  The agreement in the data impact is much better with this new NR.  But since these are for different systems we don’t expect them to be the same.  
Comparison of the data impact using an adjoint technique:

Simulatation of sat wind is too good;

SSMI wind has a larger negative impact;

Simulated AIRS moisture channel mode has a negative impact;
Simulated QuikSCAT has a negative impact, probably due to a mistake in assigning the height.
Oreste suggested that the energy in the error may be related to energy in the system and the height and intensity of jets will affect the results.
Ron noted that the sensitivity of (o-f) has a maximum below 500mb, which is not jet level.
Haibing pointed out that the impact may depend on vertical resolution.  Michiko said that can be tested by OSSE.
This method is based on a one day forecast. This method shows where to look.  Still,  it needs to be evaluated by another method.

In the current tuning there are more OSSE data than real data.  This can be tuned. (slides 11,17)
(O-F) OSSE has more data in the large values (slide 14).  This can be tuned by changing the error.rc.
The AMSUA distribution over land is different.  This may be due to emissivity.  We have to check how much AMSU data are used over land.

The next experiment will be completed some time in January.
Items for the next steps:
1. Look at more diagnostics from Exp 2:

       a. Obs counts

       b. Impact estimates

       c. O-F

       d. AC score

2. Re-tune cloud.rc parameters.

3.    Check MW surface emissivity.
4.    Check obs counts for AMSUA.
Other work to be done:
Summer may be entirely different so it needs to be examined. 

Include MPI.
Perfect data and a program to add errors are provided as well as data with observational errors.    
We discussed how the representativeness error depends on the forecast models used for DAS.

3.  Calibration at ESRL

a.  Data denial experiments for real data:
Assimilated data denial experiments for real data.
The resolution used is T126.

Start control data analysis from July 1st.  Start data denial from July 1st.

Data denial experiments for RAOB, AMSU-A, GOES, and AIRCRAFT.

RMSE from CTL for U, T and Q at 300U 850U 500U 1000U, MSLP and 1000mb PWAT are presented.
Data on August 4th are missing and produce large RMSEs.
Five day forecasts are also computed.  All forecast impact drops during the first 12 hours and stays constant after 48 hours.

Ron mentioned similar results have been observed by ECMWF in various experiments. 

Schedule for calibration

· Real data runs for July expected to finish by early December

· Real data runs for winter months
· Need to find datasets that will work with the model

· NCEP frequently changes data formats and GFS parameters

· Not enough disk space to store another month of observations until July run finishes

· Begin synthetic data runs as soon as *all* obs are available
Synthetic radiance for calibration at ESRL 

·  Michiko used NASA’s code-generated synthetic satellite radiance data. (having problems with AMSU)  
·  We tested Michiko’s data: AIRS
· Result of synthetic AIRS

·  Jack Woollen (NCEP) and Tong Zhu (NESDIS) also generated another set of satellite radiance data with AMSU; we will test their dataset as well as an option.  (this will be generated using thinning based on operational use of the data)  
b. Experiments with simulated AIRS data:
The analysis at 18Z (May 1st) is compared.
It is clear that AIRS data has a positive impact.

This experiment showed that the data is consistent.
Ron mentioned that for further assimilation of synthetic data, it is best to wait for well calibrated data.

Yuanfu mentioned a deadline for the calibration.   

Ron insisted on scheduling the work to do what can be done properly at each time.
4.  Comments received after the meeting
1.  GOES data:  Tong Zhu pointed out GOES should be included in the calibration.  GMAO software does not include GOES.

2.  Noisy analysis in August  (Nikki Prive)

After the meeting, we discovered that the second spike in the analysis impact on Aug 10-11 is due to low quantity of AIRS data on Aug 10, this is not a file problem but a problem with available data (a 'real' data issue). 

3.  Comments from Yoshiaki Sato:  
I heard that the satellite wind data in OSSE is "true horizontal wind data" at the observation point.  I think it is the cause of why the satellite wind shows such a positive impact in OSSE.  Conversely speaking, this result shows the potential of the satellite wind data.  We might be able to achieve this result in the real world if we could reduce the satellite wind derivation error dramatically.

Anyway, there are many error sources for the satellite wind derivation and the error must be situation dependent, i.e., not “white”.  So we might need to simulate the error.

Examples:

a. Height of the satellite wind is assigned based on the observed TB.  Thus, the error depends on the cloud type.

b. The satellite wind is the difference in the cloud position between two images taken at different observation times.  So the satellite wind is not a true instantaneous wind but integrated one.  Thus, the error must be larger over regions where the atmospheric flow variance is large.

c. Since the same images are used to derive many satellite winds, it might have an error correlation which is caused by the navigation error.  And the error should be larger at peripheral areas than at the center of the original image.

Response from Ron and comments by Michiko

In this stage the cloud track wind was simulated at the real observation location.  Using Nature run cloud requires further investigation.  Ron is looking into the strategies developed by SWA which are described in OHandley_SWA_cmw_all_2001.doc
