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Abstract: Canadian Global Environmental Multiscale (GEM) numerical model output was
compared to the meteorological data from an enhanced observational network in order
to investigate the model's ability to predict Lake Ontario lake breezes and their
characteristics for two cases in the Greater Toronto Area (GTA) - one where the large-
scale wind opposed the lake breeze and one where it was in the same direction as the
lake breeze. The enhanced observational network of surface meteorological stations, a
C-band radar and two Doppler wind lidars were deployed among other sensors during
the 2015 Pan/Parapan American Games in Toronto. The GEM model was run for three
nested domains with grid spacings of 2.5, 1 and 0.25 km. Comparisons between the
model predictions and ground-based observations showed that the model successfully
predicted lake breezes for the two events. The results indicated that using GEM 1 and
0.25 km increased the forecast accuracy of the lake-breeze location, updraft intensity
and depth. The accuracy of the modeled lake breeze timing was approximately ±90
minutes. The model under-predicted the surface cooling caused by the lake breeze.
The GEM 0.25 km model significantly improved the temperature forecast accuracy
during the lake-breeze circulations, reducing the bias by up to 72%, but it mainly
under-predicted the moisture and over-predicted the surface wind speed. Root Mean
Square Errors of wind direction forecasts were generally high due to large biases and
high variability of errors.
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Authors’ Response 

The authors thank the reviewers and the editor. We believe that their comments and constructive 

suggestions have improved our manuscript. We have responded to all the comments in red 

italics. 

Response to Editor  

The two lake breeze case studies present an interesting evaluation of how well such events can 

be simulated by the GEM model. I concur with the reviewers, however, that the paper requires 

additional work to more clearly support your interpretation and analysis. It will be especially 

important to provide additional synoptic or mesoscale context for these two cases, to justify the 

choice of the 9 August event, and to ensure that the figures and tables adequately support the 

interpretation presented in text. 

We have undertaken additional work and modified the manuscript to justify the choice of the 9 

August event. 

 

Response to Reviewer 1 

Major comments: 

Particularly in Fig. 6c, the checkerboard pattern in the earlier part of the time frame makes me 

suspect numerical instability. There is little indication of physical distance on the x-axis of this 

figure, but it would be useful to know whether centers of upward motion happen at intervals of 2 

grid cells. Also, it might be useful to know what time steps were used for the different model 

resolutions. 

We believe this is not a numerical instability. The predicted vertical velocity was examined in the 

region for different hours and this was not the case. These are resolved circulations (~ 4-8 × 

grid spacing) by the model. The L1B, L1E and A2T on the x-axis are located approximately at 6, 

15 and 28 km from the shore. The bands of upward motion could be narrow (within 2 grid cells) 

though the distance between the bands are often > 4-8 × grid spacing which shows that the 

model resolved the turbulent structures.The time steps for different resolutions are given in Table 

2. 

Lines 253-254: How do you resolve a distance of 2.2 km using a 2.5 km grid? Lines 258 and 262 

show averages of 2.3 and 2.4, respectively, indicating to me that most snapshots had a value of 

2.5 km, while for a small minority, it snapped to 0. If this is the case, you should probably say so. 

The inland penetration of the predicted lake-breeze front was estimated using interpolation of 

vertical and horizontal velocity for 100 points along the cross-section (shore-A2T). Since the 
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distance between the shore and A2T along the cross-section is 28 km, the values are given to the 

nearest 0.28 km due to the density of points used along the transect but it is realized that the 

uncertainty is larger than that, depending on the grid size used. This has been added to the text 

(lines 232-237). 

Minor comments: 

It might be useful to have a very brief description of any special observing systems that were 

deployed for the previous studies described in the introduction, for later comparison with your 

observing systems. 

We have added a description of the lidar, mesonet and radar used in Mariani et al. (2017) to 

Section 2. The measurements from other works in the introduction were not compared to our 

measurements, therefore we have not included the description of their observing systems. 

 

 Section 2b: How far inland does the mesonet extend?  

It extends to Lake Simcoe; ~ 100 km from the Lake Ontario shorelake. 

Line 131: Do you mean more specifically which direction a roof is facing relative to the Sun? I 

think you should say this. 

No, we are referring to wind measurements affecting by the location of the sensors on the 

rooftop.  

 

Lines 157-159: I don't think you have given an adequate description of the turbulent flux 

scheme. You have only given references for the way that roughness lengths are calculated. After 

that, you also need equations (or references that contain the equations) for the fluxes based on 

roughness length, wind speed, vertical temperature/mixing ratio gradient, and in some 

formulations, other things. 

We have added references (Belair et al. 2003; Leroyer et al. 2010) to the text to include more 

information on the turbulent flux scheme (lines 160-162). 

Line 161: If you are capitalizing "Biosphere" and "Atmosphere", also capitalize "Interaction" and 

"Surface". 

Done. 

Line 175: I wonder whether increase in dew point is really a necessary condition. If you have a 

very strong contrast between colder water and warmer land, the incoming lake breeze can be 

drier. Fig. 3d looks like it has higher dew points inland from the front in the western part, maybe 

slightly opposite of that in the central part, and little gradient right at the front in the eastern part. 



It is not a necessary condition. The passage of a lake-breeze front may be accompanied by sharp 

changes in temperature, dew point and wind speed (lines 181-183). 

Don't feel badly about this, as I correct hyphenation on nearly every paper I review, whether the 

authors are native English speakers or not. See rule 1 on this page: http://www.grammarbook 

.com/punctuation/hyphens.asp. "Lake breeze" has the noun "lake" acting like an adjective to 

modify the noun "breeze". "Lake-breeze front" has those two words tied together by a hyphen to 

form a compound adjective, modifying the noun "front". If "lake breeze" or "lake breezes" is not 

followed by a noun that it modifies, as on line 186, do not use a hyphen. I personally feel like, in 

this case, even if "front" is included, the hyphen is optional. 

It has been corrected. 

I am confused by the description of north-easterly flow as opposing (lines 181-182) and 

east/north-easterly flow as non-opposing (line 184). How different are they?  

This has changed to northerly/north-north-easterly for opposing wind and easterly/east-north-

easterly for non-opposing wind (lines 194-197). 

The problem in the previous comment is made worse by the very tiny size of the wind vectors in 

Figs. 3b and 4b, such that I can't see which direction they are pointing. Make them bigger and 

less dense. 

We have made the wind vectors less dense but we did not change the wind vector sizes since they 

will overlap.  

In Fig. 5, do the white dots indicate the penetration of the front as given by mesonet analysis or 

some other source? Please specify in the caption. 

Yes, they do. This has been added to the Caption. 

Fig. 7's caption says, "North is on the right." This is also true for Figs. 5 and 6. I'm not entirely 

sure that it is necessary to say that, but if you do, say it for Fig. 5. 

This has been removed. 

Line 257 and elsewhere: "Average differences" can be interpreted in at least two ways. One way, 

the bias, is to simply add up the values of the discrepancies and divide by the number of data 

points. Another, mean absolute error, has an absolute value operation done on all of the data 

before adding them. If all values are positive, these statistics will be the same; if all are negative, 

the bias will be the negative of the MAE. So part of the question here is that line 256 says 

"generally underestimated". Could you truthfully say that "the distance of penetration from 

observations is always greater than or equal to the distance of penetration shown by the models"? 

If so, then the bias will simply be the negative of the MAE. 

http://www.grammarbook/
http://www.grammarbook.com/punctuation/hyphens.asp


The “average differences” are the Mean Absolute Errors. We have changed the text to clarify 

the interpretation (lines 275-280). However, it is clear from the Fig. 8a that the model mostly 

(not always) underestimated the inland penetration in this case.  

Sub-section 3.b.2: Consider defining an outline for a reasonable updraft area, then consider only 

the grid cells there with updrafts, and derive a total flux by multiplying the upward velocity by 

the area of the grid cells involved. Because maximum updraft is greater for finer resolution, this 

area-integrated quantity should agree better among the resolutions. 

This would be interesting, however, given the scope of this study, this was not the focus of this 

work. 

Line 323: The range (100-1000) should have units of m. 

Done. 

 

The labels for panels c and d of Fig. 15 are reversed. 

This has been corrected. 

 

The caption for Fig. 16 should start with "The same as Fig. 15…" 

This has been corrected. 

Line 374: I have trouble with the terms "Mean Bias Error" and "Standard Deviation of Error".  I 

assume that the former is what I am used to being called "mean bias" or just "bias". The latter 

appears to be a gauge of how much the many individual error values spread from that mean bias. 

It needs to be precisely defined. You also later refer to MBE of wind direction, which should 

also be defined with reference to its wrap-around nature (i.e. 359 + 1 = 0). I feel better about 

RMSE, but you might want to define that also for completeness. 

The definitions of MBE, STDE and RMSE are added to the text (lines 401-403, 430). The wind 

direction metrics have been calculated to take into account its wrap-around nature by 

calculating the difference using the smallest distance on the circle (lines 412-414). 

Lines 390-391: "reducing…up to" is awkward. I suggest "reducing the MBE by as much as 

72%". On line 392, I think it is sufficient to insert "by" before "up to". Actually, look for all 

occurrences of "up to", and I think you should add "by" before nearly all of them. 

Done. 

Figs. 19 and 20 seem like they could be considered a single figure. The four panels simply 

correspond to a list of different variables. It can still be split across two pages if necessary. 

The two figures have been merged into one figure now. 



Lines 420-421: "the decrease in simulated temperature and increase in dew point" is easier to 

understand and removes "and" and "respectively" while inserting only "in". 

Done. 

 

The paper could use an overall editing for grammar and punctuation. 

We have edited the paper. 

All cases similar to "by maximum 66%" should add two words: "by a maximum of 66%". I don't 

think you used the word "minimum" in this way. 

Done. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Response to Reviewer 2 

Major Issues or Fatal Flaws  

As I stated above, I was not convinced by the brief discussion of the “mesoscale analysis” used 

here (section 3a) that a lake breeze was present on 9 August. The presence of a lake breeze must 

be firmly established, or at least clearly supported, by the text/figures before one can move 

forward with the rest of the analysis. I did not find this to be the case. Instead, the authors simply 

say that the mesoscale analysis indicated the presence of a lake breeze (lines 195-197 and lines 

208-209). They reference Fig. 2b here, which shows radar reflectivity and surface observations, 

and state “…gradients along the front were markedly weaker and the front was less well-defined 

in satellite and radar imagery than was the case for July 15”. However, that is more or less the 

extent of the discussion.  

I’m left wondering how exactly it was determined then that this was indeed a lake breeze? In 

fact, there does not even appear to be a radar fineline present in Fig. 2b over the GTA (at least, it 

is certainly not obvious from this figure). Surface convergence is weak at best (there are even a 

few stations north of the magenta line that have weak southeasterly flow). Either way, this figure 

does not provide nearly enough support for a lake breeze, in my opinion. I understand that the 

method described in Sills et al. (2011) is used here, but that method does seem to include some 

amount of user discretion regarding which criteria carry more weight, especially if certain 

criteria are missing (as was likely the case here).  

There are a couple other figures later in the paper (Fig. 10b showing a lidar PPI scan and Fig. 16 

showing surface obs at Z2D) that purportedly show evidence for passage of a lake-breeze front. 

I’ll address both of those figures in separate comments below. For now, I’ll say that those figures 

were not very convincing to me and could be improved.  

My suggestion is that the authors significantly revise section 3a (and elsewhere in the paper 

where necessary), explaining in enough detail how they came to determine that this was a lake 

breeze. What were the determining factors and criteria in each case? This should be done before 

the model analysis, and for both 15 July and 9 August. Indeed, the 15 July case is much stronger 

and does appear to feature a lake breeze, but this too did not become clear to me until later in the 

paper – certainly not during the discussion of the mesoscale analysis.  

Since the paper only analyzes two cases, I would think this shouldn’t be too cumbersome. 

However, it must be clear to the reader exactly how this was done, so that it could hypothetically 

be reproduced, and supported by appropriate arguments and figures so that the reader can follow 

the authors’ train of thought.  

I also wonder if there were other cases with non-opposing synoptic flow during the summer of 

2015, where the lake breeze is more clearly defined by the observations than on 9 August? If so, 

perhaps the authors would consider using one of those other cases instead?  



We chose two lake-breeze events to represent a strong lake breeze with well-defined gradients on 

15 July and a non-classic lake breeze with weak gradients on 9 August. The complete analyses of 

these two events (with mesonet and lidar) are given in Mariani et al. (2017).  The focus of this 

work on the other hand is to study the performance of the GEM model in predicting these two 

cases which are good representations of a strong (15 July) and weak (9 August) lake-breeze 

front. However, we have modified the text to address the issues that the reviewer has mentioned 

regarding the mesonet analyses. We have also added an Appendix with hourly mesonet analyses 

for both cases to this paper.   

On lines 211-212, it is stated that “The leading edge of the lake breeze in the GEM 0.25 km 

model output was even less defined, with no discernable updraft zone in the analysis of vertical 

velocity (Fig. 4)”. Later, in lines 237-238, the authors say that “…the GEM 0.25 km failed to 

generate a clear lake-breeze frontal zone”. Again, on lines 246-247, “The GEM 0.25 km model 

failed to generate the updraft zone of lake-breeze front on August 9…”.  

Meanwhile, despite these statements indicating that GEM 0.25 km was unable to produce an 

obvious lake-breeze front, GEM 0.25 km output is still analyzed in section 3b to determine the 

inland penetration and updraft intensity of the lake-breeze front. For example, “The predicted 

lake-breeze front with GEM 0.25 km penetrated to maximum 5.6 km at 22:00 UTC…” (lines 

255-256). This does not make sense to me.  

Then, on lines 249-250, it is stated “Hence, the maximum vertical velocity in thermals at the 

boundary between two turbulent flows was used to study the impact of the GEM 0.25 km 

prediction of lake breeze on August 9”. So updrafts in thermals are used instead for GEM 0.25 

km? This is all very confusing, and not consistent with the method used for 15 July. Perhaps 

using the maximum updraft isn’t the best way to identify the lake-breeze front in the model? 

Either way, the authors should clarify the approach taken in this section and consider changing 

how they handle the GEM 0.25 km output to analyze the lake breeze for 9 August, especially if 

there isn’t a lake-breeze front.  

We have modified our discussions and figures particularly regarding the GEM 0.25 km results. 

We agree that in non-classic cases like 9 August 0.25 km case, using the updraft to identify the 

lake breeze might not be the best way since the updraft zone is not clear. That’s why we have 

modified our method by identifying the boundary between two turbulent and uniform structures 

as well as wind direction, temperature and dew point changes. 

Other Major Comments  

(lines 217-218) “The model also predicted a decrease in temperature and an increase in dew 

point only in areas close to the lakeshore, not along the leading edge of the lake breeze”. Is this 

really a lake breeze? By definition (as the authors correctly state in the Introduction), a lake 

breeze results from the pressure gradient driven by temperature differences between the water 

and nearby land. If the lake breeze truly extended as far inland as the authors suggest, then why 
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do the temperature and dewpoint gradients remain confined to near the lakeshore? Is it also 

possible that what we are seeing here (Fig. 4) is simply cooler, moist marine air being carried 

over land by the prevailing synoptic flow?  

Also, why not plot Fig. 4 (and Fig. 3) at the time of maximum inland penetration (~1800 UTC 

instead of 1500 UTC)? Perhaps the temperature and dewpoint gradients are better defined at that 

time? That also lends support to later figures related to inland penetration. 

The gradients for the 9 August case are not as strong as the 15 July case due to lack of an 

opposing large-scale wind. The decrease (increase) in temperature (dew point) near shore could 

be the advected marine air, however, we have removed this statement since we have plotted the 

Fig. 4 at a different time (e.g., 1600 UTC) where the gradients near the front are better defined. 

We have also plotted Fig. 3 at the time of the maximum inland penetration (2000 UTC). 

(lines 221-225) These cross sections could be explained more clearly in the text. It took a few 

minutes for me to figure out how to interpret them. Maybe say “temporal cross-section” or 

something of the like to let the reader know that the y-axis is not height, but rather time.  

It has been changed to temporal cross-section. 

(line 241) What is meant by “enhanced vertical velocity”? Please clarify here or on line 176.  

It means “vertical velocity maxima”. This has been added to the text (lines 187-188). 

(lines 253-254) It says here that the lake-breeze front for GEM 1 km (blue line) reached a 

maximum distance of 2.8 km at 1900 UTC. What about at 2300 UTC, when GEM 1 km reached 

~4 km?  

The has been corrected (lines 272-273). 

(lines 262-264) This goes back to the discussion regarding GEM 0.25. How was the inland 

penetration of the lake breeze advection determined if the leading edge (front) of the lake breeze 

was undetermined?  

We have modified our method for this particular case since the updraft zone of the lake-breeze 

front is not clear.  We have used the boundary between the turbulent and uniform flow (i.e. in 

Fig. 4(b)), change of wind direction to onshore (Fig. 7) and temperature and dew point gradient 

to determine the inland penetration. We believe this method represent the inland penetration 

more accurately when the updraft zone associated with lake-breeze front is not clear (lines 263-

269). 

(lines 276-278) Fig. 10a shows one slice in time at 1424 UTC, so how can it be said to also show 

that the air flow direction changed from offshore to onshore, indicating the passage of the lake-

breeze front? Clearly, the blue colors do indicate southerly (onshore) flow, but just one image 

cannot illustrate the passage of the front. Two images (before/after) would be necessary.  
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The same can be said for lines 290-292. However, Fig. 10b indicates low-level flow from the 

east-northeast, more consistent with the prevailing synoptic flow, NOT lake-breeze flow (which 

was more from the southeast or east-southeast)! This seems to be at odds with the text. Are the 

authors certain that a lake-breeze front passed through Highway 400 ONroute? Either way, more 

panels need to be added to Fig. 10 to correctly illustrate a change over time, or it should be 

removed altogether.  

The Fig. 10 is a snapshot illustrating the southerly flow during the lake-breeze passage. The full 

evolution of the lake-breeze front passage at Hanlan’s Point is provided in Figs.4 and 7 from 

Mariani et al. 2017 (lines 292-294). We have plotted the PPI scan at a different time in Fig. 10b 

to show the onshore flow more clearly. We have also included two figures (before/after) to the 

appendix of the authors’ response to illustrate the change over time for Highway 400 ONroute. 

The reference to Mariani et al. (2017) has been added to this section. 

(lines 301-303) Fig. 13 is introduced here but the only discussion of the lidar data in this figure is 

in the figure caption, where it reads “The direction of radial velocity changed from onshore 

(blue) to offshore (red) at 190 m and 900 m at Hanlan’s point and Highway 400 ONroute, 

respectively”. This should be in the text itself. Also, there is still some blue up to ~300 m in Fig. 

13a, with the strongest changeover to red occurring closer to 400 m. Furthermore, the direction 

in which the x-axis is pointing in Fig. 13 is unclear. Is this along the cross-section, toward the 

south?  

The actual changeover from blue to red velocities occurred at 190 m as measured within 100 m 

from the lidar (lines 323-325). The shape of the LBF on this day was a wedge; hence the 

changeover altitude sloped upwards further away from the lidar as discussed in Mariani et al. 

(2017). The text in the paper has been clarified to include “as measured within 100 m from the 

lidar”. The precise changeover altitude may be difficult to discern due to the color value around 

0 m/s in the figure as positive (red) velocities occur below 400 m throughout the RHI scan. The 

direction of the x-axis in Fig. 13 is facing south which is not exactly along the cross-section. The 

direction of the x-axis has been included in the caption. 

(lines 352-357) Is this paragraph referring to Fig. 16? It is unclear to me. If so, the statements 

made in the text, especially regarding the model comparison, do not match what I see in the 

figure. First, it is said that the observed temperature decrease and dewpoint increase occur at 

~1442 UTC. These changes do not occur until after 1500 UTC (see local temperature max of 

~22°C just after 1500 UTC in Fig. 16). Furthermore, it is said that the model predicted a 

maximum temperature drop and dewpoint increase of 0.2°C and 0.3°C. Maybe so, but these 

changes are very gradual – starting at ~1300 UTC – and are almost imperceptible to my eyes. 

There is certainly no abrupt change consistent with the passage of a lake-breeze front. Thus, it 

seems appropriate to say that the model does not actually suggest the passage of a lake-breeze 

front.  



Furthermore, Figs. 15 and 16 are from a surface station along the shoreline. Why not use an 

inland station (perhaps the farthest inland station for each case where lake-breeze passage 

occurred) to bolster the argument that the lake breeze indeed penetrated inland as far as is stated 

in the text?  

The time of the lake-breeze front passage was determined using the time of wind change to 

onshore(e.g., at 1442 in Fig. 16). In some cases, the passage of the lake-breeze front may or may 

not be accompanied by a sharp change in temperature and dew point. The change in 

temperature and dew point can also start a few minutes before/after the wind shift to onshore. 

The 9 August case was not a classic lake-breeze front. The gradient was not strong due to lack of 

an opposing large-scale wind. The model may not show the sharp changes in temperature or dew 

point at every site in this study (model underestimated the drop/rise in temperature/dew point 

significantly) but it shows the advection of marine air inland and the change of wind direction to 

onshore. We have plotted Fig. 16 for an inland station which shows the changes due to lake 

breeze passage more clearly on 9 August. 

(Figure 7) It is unclear to me how the vectors are supposed to be interpreted here. Is a vector 

pointing from bottom right to top left supposed to indicate southeasterly flow, or has it been 

flipped in some way? This is not stated anywhere in the text or caption. In fact, I’m a bit 

confused as to what negative horizontal velocity means in this context. Please clarify.  

The vector pointing right to left indicates a northerly flow (offshore wind). This has been added 

to the caption. The limits of the horizontal velocity values have been corrected on the figure 

colorbar.  

10. (Figure 11) Why are the lidar data so shallow here, compared to Fig. 9? In the text, it simply 

says that the lidar this day had a “limited range of measurements” (line 289). Were there clouds 

limiting vertical range? Please explain.  

The lidar backscatter signal-to-noise ratio was severely reduced at most altitudes > ~200 m for 

the case of Fig. 11. This is likely attributed to the cleaner, drier air mass measured at this 

location providing fewer targets (aerosols) for the lidar beam. As a result, the lidar quality 

control processing algorithm removes data points with a signal to noise ratio below a given 

threshold, as described in Mariani et al. (2017). This day-to-day variability in lidar vertical 

range was observed throughout the PanAm Games as it is highly dependent on the local 

atmospheric conditions at the time. Similarly limited vertical ranges have been observed in 

Arctic conditions, where a very clean aerosol-free atmosphere persists. To reflect this, the 

explanation provided in the paper has been expanded to “limited range of measurements due to 

fewer targets (aerosols) on this particular day at this location” (lines 303-304). 

 

 



Minor Comments  

(throughout) AMS guidelines require dates to follow the format 15 July, 9 August 2015, etc. 

AMS guidelines also require time to be given in the format hhmm:ss (e.g., 1424 UTC, 1508:31 

UTC, etc.). Please adjust throughout the paper.  

https://www.ametsoc.org/ams/index.cfm/publications/authors/journal-and-bams-

authors/formatting-and-manuscript-components/mathematical-formulas-units-and-time-and-date/ 

We have changed the format. 

 (lines 126-127) Where were the other half of the compact stations installed?  

We have modified Section 2b as follow: 

“During the 2015 Pan/Parapan American Games, 53 automated stations were added to the 

existing network to increase the spatial density of surface weather observations. The resulting 

mesoscale network, or ‘mesonet’, measured 1-minute temperature, dew point, ‘black globe’ 

temperature, barometric pressure, wind speed and direction, and precipitation at locations 

across the GTA. While some stations were located at Games venues, others were set up along or 

near transects perpendicular to the lakeshore in order to track the inland penetration of the lake-

breeze fronts (Joe et al. 2017). Thirteen ‘tower’ stations measured wind at 10 m AGL and 

temperature and dew point at 1.5 m (Above Ground Level; AGL), except at the North York 

location where a shortened tower was installed atop of a low-rise building. The tower stations 

also measured incoming solar radiation. Twenty all-in-one ‘compact’ stations measured wind 

and temperature at 2.5 m AGL, while another 20 made measurements from rooftops of mostly 

one- and two-story buildings. The compact station data were lightly quality controlled to remove 

out-of-bound values while the tower station data underwent more thorough quality control. 

Rooftop locations were chosen only when no suitable ground-level site could be found, most 

often in highly urbanized areas. No attempt was made to quantify or remove errors introduced 

by the use of rooftop locations. Table 1 provides information about the particular stations used 

for this study.” 

(lines 126-131) Was consideration given to how rooftops would potentially affect temperature 

measurements? Why were rooftops chosen in these cases? This seems problematic, especially if 

the compact station data were only lightly QCed. 

Please see our reply to the previous comment regarding the first and second part of the 

comment. Regarding the third comment, we agree that this could introduce extra error but as we 

stated in the paper rather than comparing the errors at different stations our focus in this paper 

is to approximately estimate the range of errors during the lake-breeze front passage. 

(line 137) I assume “spatial resolution of the radar” refers to the range resolution, since the 

beamwidth (in meters) increases with range? Please clarify in text.  

https://www.ametsoc.org/ams/index.cfm/publications/authors/journal-and-bams-authors/formatting-and-manuscript-components/mathematical-formulas-units-and-time-and-date/
https://www.ametsoc.org/ams/index.cfm/publications/authors/journal-and-bams-authors/formatting-and-manuscript-components/mathematical-formulas-units-and-time-and-date/


The King radar has a 0.62 degree beamwidth and the data are sampled at 250m and 0.5°, in 

range and azimuth resolution, respectively.  The radar runs on a 10-minute cycle. This has been 

added to the text (lines 137-138). 

(lines 139-141) Please include a reference or two, perhaps Wilson et al. (1994):  

We have included this reference (Wilson et al. 1994). 

(line 190 and 194) What is the relevance of reporting the maximum temperature at Toronto 

International Airport? I suggest removing.  

It has been removed. 

(lines 174-178) Does GEM natively output data at 10 m and 5 m levels, or are these interpolated 

from the lowest model vertical levels? If interpolated, please clarify.  

GEM natively outputs the data at 5m and 10m. We stated in the text that the model data at 

prognostic levels were used (line 403-404). 

(lined 176) Please explain “enhanced” (also see line 241).  

It means vertical velocity maxima (lines 187-188). 

 (line 231) Panels (a) and (b) in Fig. 6 are not discussed, or at least referred to, at all in the text. 

Are those panels relevant to the discussion?  

We have referred to these panels (line 257). 

(line 238) “…possibly due to misrepresentation of convection at thermals and the frontal zone”. 

This statement is confusing, and also speculative. I suggest omitting.  

The statement has been removed. 

(line 239) “The results also showed that the magnitude of vertical velocity increased for GEM 1 

and 0.25 km…”. Where does it show that? Which figure(s)/panel(s)?  

The comparison of the magnitude of vertical velocity in Fig. 6a (GEM 2.5 km), Fig. 6b (GEM 1 

km) and Fig. 6c (GEM 0.25 km) shows that the magnitude increases for GEM 1 and 0.25 km. 

This is been added to the text (lines 256-258). 

(Figure 2) If it is possible to access the radar data, I suggest re-plotting it with a decreased dBZ 

range (maybe -30 to 10 dBZ) in order to highlight the radar finelines.  

Done.  

(Figure 2) The station data are very small and difficult to discern. Please enlarge if possible.  



Done. 

(Figures 3 and 4) I’m not sure if AMS requires this, but the authors may consider plotting 

longitude as either negative degrees (e.g., -79.6, -79.5, etc.) or as degrees west (e.g., 79.6W, 

79.5W, etc.).  

Done.  

(Figure 3 and others) For color bars that span zero (e.g., Fig. 3a), I strongly suggest using a 

different color table to more easily delineate between positive and negative values. One similar 

to that used in Figs. 10 and 13 would be best, with gray or white in the middle (at zero) and 

warm=position and cool=negative.  

We centered the color bars on zero. The green color is set at zero now for vertical velocity plots. 

(Figures 5 and 6) Similar to the previous comment, I strongly suggest centering these color bars 

on zero since it may otherwise be difficult for the reader to differentiate between positive and 

negative values.  

Done. 

(Figs 5a, 6a, 9, and 11) For these panels, only a few colors are actually plotted (e.g., ~6 colors for 

Fig. 5a), resulting in a rather discontinuous appearance of the filled contours. I suggest 

increasing the number of colors plotted (by decreasing the increment) in order to produce 

something more visually pleasing, similar to Fig. 5b.  

We have increased the number of colors. 

(Figs. 15 and 16) To better show the changes in temperature, dewpoint, and wind, I suggest 

decreasing the y-axis range since there is a lot of unused space in some of the panels (e.g., 

plotting from 12–24°C in Fig. 15a and 6–14°C in Fig. 15b).  

Done. 

(Figs. 17 and 18) I suspect that there may be a way to take these two figures and put the data into 

a table instead. I found them to be a bit confusing in their current form. 

We feel the data can be better interpreted through the figure as opposed to a table. The figure 

also permits visualization of the change in MBE, STDE (etc) values at stations along the PanAm 

analysis track which would be lost in a table. However, we have modified the figures (merged in 

one figure; Fig. 17) to more clearly show the results. 

(multiple figures) To save some space and condense figures that have multiple panels with the 

same x-axis, it may be worth it to only label the x-axis on the bottom panel. The panels can then 



be moved closer together. This may also result in a more visually pleasing figure anyway. I 

suggest doing this for Figs. 15 and 16 (and perhaps Figs. 5, 6, 9, and 11).  

We have moved the panels closer to each for some figures. 

Grammar/Typos  

Most of these focus on sections 1 and 2, which I though was well done overall.  

(line 39) Perhaps “onshore flow” is a better term to use here than “inflow layer”, since the lake 

breeze might be better thought of as outflow from the lake, not inflow. Also see usage on lines 

40-41. 

In order to keep it consistent with Sills et al. (2011), we used the term “inflow layer” since we 

referred to Fig.2 of that paper.  

(line 43) Insert “its” before “vicinity”.  

Done. 

(lines 44-45) Remove “the” before “Lake Ontario”.  

Done. 

(line 45) I believe “observational” should instead be “observations”.  

It is changed to observations. 

(line 51) Insert “on” before “over 30% of the days”.  

Done. 

(line 53) Suggest moving the sentence beginning with “In the more recent studies…” to the next 

paragraph, which also discussed recent studies.  

Done. 

(line 56) Suggest beginning this sentence with “Other recent studies over southern Lake Ontario 

have also shown…”.  

Done. 

(line 68) I think it sounds better to remove the “a” before “general agreement”.  

Done. 

(line 75) The word “Lake” at the end of this line shouldn’t be capitalized since it doesn’t precede 

“Ontario”. 



It is changed to “lake”.  

(line 95) I suggest saying something along the lines of “decreasing the model grid spacing” 

instead of “increasing the model spatial resolution”.  

Since the decrease of grid spacing leads to increase of model spatial resolution, we have not 

changed this. 

(lines 99-100) I suggest rewording to something like “Analysis and discussion of the model 

simulations, including their comparison to ground-based observations, as well as characteristics 

of lake-breeze fronts are provided in section 3.”  

Done. 

(line 106) Remove the period immediately after “high resolution”.  

Done. 

(line 109) The word “Azimuth” should not be capitalized in this context.  

It has been corrected. 

(lines 111-112) I suggest rewording this sentence to something like “The second lidar was 

mounted on the back of a pick-up truck and driven to different locations within the GTA in order 

to track the lake-breeze front as is transited inland.”  

Done.  

(lines 113-114) I suggest rewording this sentence to something like “The maximum range of the 

lidar measurements varied from 2 to 5 km depending on weather conditions.”  

Done.  

(line 124) “AGL” is a common abbreviation and AMS doesn’t require that you define it (you 

may still do so if you wish):  

https://www.ametsoc.org/ams/index.cfm/publications/authors/journal-and-bams-

authors/formatting-and-manuscript-components/list-of-acronyms-and-abbreviations/  

The definition is removed. 

(line 125) Do you mean “on top of a low-rise building” instead of “at top of a low-rise building”?  

This section has been modified. 

(line 150) Change “to the 2.5 km domain” to “for the 2.5 km domain”.  

https://www.ametsoc.org/ams/index.cfm/publications/authors/journal-and-bams-authors/formatting-and-manuscript-components/list-of-acronyms-and-abbreviations/
https://www.ametsoc.org/ams/index.cfm/publications/authors/journal-and-bams-authors/formatting-and-manuscript-components/list-of-acronyms-and-abbreviations/


Done. 

(line 189) “…north-easterly (offshore) synoptic flow…” sounds better to me.  

We have changed it. 

(line 221) The term “Lake-breeze” should not be capitalized.  

It has been corrected. 

(line 226, 233, and elsewhere) The use of past and present tenses when referring to figures. For 

example, on line 226: “…Fig. 5 clearly illustrates…” is more appropriate than “…Fig. 5 clearly 

illustrated…” because we, the readers, are seeing what the figure is showing us now.  

This has been corrected. 

(line 272) Remove the comma after “(Fig. 9a)”.  

Done. 

(line 417) Remove the “s” in “followings”. 

Done.  

 

 

 

 

 

 

 

 

 

 

 

 

 



Response to Reviewer 3 

General comments: 

This manuscript aims to evaluate the ability of Canadian Global Environmental Multiscale 

Model (GEM) predicting the lake breezes generated by Lake Ontario and assess the impact of 

model resolutions on the lake-breeze predictions in the Greater Toronto Area (GTA). The 

authors presented a series of comparisons of different resolutions of GEM simulations (i.e., 

2.5km, 1.0 km and 0.25km) with mesoscale analysis, lidar and surface observational data. The 

results showed that the GEM was successful to predict the lake-breezes for the two events, and 

increasing model resolution improved the predictions of lake-breeze location, updraft density, 

and depth. To me, it is a mystery that the GEM was running with a 250m horizontal resolution 

(see more comments below). Given the large impact of lake breezes on the local weather and air 

quality near the lakeshores, the study with high resolution numerical model is worthwhile. 

However, the evaluation and analyses were mainly limited to the selected sites along the cross-

section of L1B to A2T. The evaluations with more observational sites will be helpful. The 

authors should be able to provide statistical evaluations on the GEM simulations (e.g., 2-m air 

temperature and 10-m winds) with all the available observational data for these two lake-breeze 

cases. The manuscript is recommended with major revisions by addressing the following specific 

comments. 

Please see our detailed response in the specific comments section.  

Specific comments 

The GEM is a global model but was run for the three nested domains with a highest horizontal 

resolution of 0.25 km for the innermost domain. This is extremely challenging. It is nearly 

impossible to run a regional model with a horizontal resolution of 250m in terms of stability of 

numerical solution of partial differential equations that all the numerical weather prediction 

models rely on. What version of the GEM did you use in this study? What special treatments did 

you take in order to run a global model at a 250m resolution which is suitable for Large-Eddy 

Simulations (LESs)? Please highlight the detailed information (e.g., treatment and 

configurations) which are very important and useful for the readers. 

GEM 250 m has been used successfully in previous studies e.g. Lemunsu et al. 2009 (Lemonsu, 

A., S. Be´ lair, and J. Mailhot, 2009: The new Canadian urban modelling system: Evaluation for 

two cases from the Joint Urban 2003 Oklahoma City Experiment. Bound.-Layer Meteor., 133, 

47–70) and Leroyer et al. 2014 (referenced in the text). GEM 4.6.2 is used in this study. We have 

included the GEM configuration (including GEM 250 m) in Table 2, however more details on the 

configuration and treatment for GEM 250 m is given in Belair et al. 2017 (provided in the 

reference section of the paper) 



Accurate simulation of lake surface temperature is important to predict the lake breezes. Did the 

authors use any lake model for the lake-breeze predictions? 

The surface temperature from the NEMO model was used for the lake-breeze prediction. This 

information has been added to the text (lines 157-159). 

As pointed out in the manuscript on Lines 118-119, 53 automated surface weather stations were 

added to the existing network. How many surface observational sites were there available during 

the 2015 Pan/Parapan American Games? It will be very helpful if all the observational data are 

included into the verifications of the GEM predictions during these two lake-breeze cases? 

The total number of stations available during the 2015 Pan/Parapan American Games was 70.  

This paper focuses on the verification of the lake-breeze front passages along the transect that 

passed through downtown Toronto. Adding all the stations will increase the length of the paper 

massively. However, we plan to include the observations of other stations in other future papers. 

There is nothing wrong with the UTC usage in the manuscript. However, this is very 

inconvenience for the users who are not familiar with the local time in the GTA. Lake-breeze is a 

local circulation phenomenon with strong diurnal variation. Local time is much easier for readers 

to know when the lake breezes started and when they ended. UTC really does not matter. It is 

strongly recommend using local time rather than UTC for all the analyses and plots. 

In order to keep it consistent with the previous work (Mariani et al. 2017) which has been 

referenced multiple times in this paper, we have used UTC. However, we added a conversion of 

UTC to local time to the text (lines 204-205). 

In several places (e.g., L640, L174-176), the authors mentioned the temperature and dew points 

at 5 m AGL. To my knowledge, no any measurements were taken and no models generated air 

temperature output at this height. 

The first prognostic level of the GEM model for thermodynamic variables for PanAm runs (e.g. 

temperature and dew point) was at ~5 m AGL (lines 403-405). The observation altitude of 

temperature and dew point measurements were different at different stations depending on the 

station type (Table 1). However, we chose the closest model level to the observations for metric 

estimation (lines 403-405). 

Lines 103-105: Although this study was not focused on the measurements, I believe that some 

readers are still interested in how the horizontal winds (wind speed and wind direction) and 

vertical velocity were derived from the lidar measurements. 

The radial velocity was estimated by measuring Doppler shifts of backscatters; this was included 

in the section 2a. The vertical velocity is the radial velocity measured at 90° elevation during 

staring mode. We have added this information to the text (line 111). The horizontal velocity is 

estimated using Velocity Azimuth Display (VAD, Browning, K. A. and Wexler, R., The 



determination of kinematic properties of a wind field using Doppler radar, J. Appl. Meteor., 7, 

103–113, 1968). However, since we did not use lidar-extracted horizontal velocity, we did not 

include the technique in the paper.  

Lines 134-142: How were the winds (horizontal or vertical or both?) derived from the Doppler 

radar measurements? What are the major differences between Doppler lidar and Doppler radar 

data since the authors mentioned both in this section? 

Similar to lidar, Doppler shifts of backscatters received by radar can be used to calculate radial 

velocity. The horizontal and vertical velocity can be estimated using the VAD technique. The 

major difference between lidar and radar data is that the lidar has a higher resolution (3 m) and 

radar has a larger measurement range. We did not include the radar velocity technique in the 

paper because we did not use the radar-extracted velocity. However, the radar backscatter was 

used in mesonet analyses.  Some of the important specifications of the lidar and radar are given 

in Section 2a and 2c, though more details are given in Mariani et al. (2017).  

L139-142: What is the “other mesoscale boundaries”? How can we distinguish the lake-breeze 

fronts from other mesoscale boundaries? 

Other mesoscale boundaries include thunderstorm gust fronts, land-breeze fronts, and intense 

horizontal convective rolls, though lake-breeze fronts and thunderstorm gust fronts were by far 

the most frequently identified. They are distinguished based on semi-objective criteria described 

in Sills et al. (2011) but it was ensured that lake-breeze fronts clearly originated from lakes 

while gust fronts clearly originated from thunderstorms. 

L158-159: What are the differences between the thermal and humidity roughness lengths? How 

they can be used to improve the flux simulations? 

The thermal and humidity roughness lengths are the same in the GEM configuration. 

Unfortunately there were no flux measurements during the PanAm Games, though further 

studies are planned to assess the impact of roughness length on flux simulations. 

L168: Were satellite images from GOES13 used for the analyses in this study? 

Yes, the GOES-13 images were used for mesonet analysis. This has been included in the paper 

(line 171-172). 

L169-173: It is better to provide a brief description of the criteria of lake-breeze identification. 

We have added a brief description of the criteria to the paper (lines 174-178).  

L237-238: Are there any more evidences to support this statement? 

We have removed this statement from the text. 



Figures 17-20: Why did the authors only present the results at the two sites for the July 15th 

case? 

The focus of this study is to verify the lake-breeze front passage along the transect passing 

through selected surface stations (e.g., L1B, L1C, etc). The lake-breeze front did not travel 

inland beyond L1B station on 15 July. Therefore only Z2D (located at shore) and L1B were 

chosen for these analyses. 

 

Appendix A. 

  

Fig. A1. Lidar measurements of radial velocity in ms-1 (PPI scan) at Highway 400 ONroute on 9 

August at (a) 1800 UTC and (b) 2037 before and after lake-breeze passage. Negative (blue) 

velocities represent winds towards the lidar; positive (red) velocities represent winds away from 

the lidar. 
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Abstract: 8 

Canadian Global Environmental Multiscale (GEM) numerical model output was compared to the 9 

meteorological data from an enhanced observational network in order to investigate the model’s 10 

ability to predict Lake Ontario lake breezes and their characteristics for two cases in the Greater 11 

Toronto Area (GTA) – one where the large-scale wind opposed the lake breeze and one where it 12 

was in the same direction as the lake breeze. The enhanced observational network of surface 13 

meteorological stations, a C-band radar and two Doppler wind lidars were deployed among other 14 

sensors during the 2015 Pan/Parapan American Games in Toronto. The GEM model was run for 15 

three nested domains with grid spacings of 2.5, 1 and 0.25 km. Comparisons between the model 16 

predictions and ground-based observations showed that the model successfully predicted lake 17 

breezes for the two events. The results indicated that using GEM 1 and 0.25 km increased the 18 

forecast accuracy of the lake-breeze location, updraft intensity and depth. The accuracy of the 19 

modeled lake breeze timing was approximately ±90 minutes. The model under-predicted the 20 

surface cooling caused by the lake breeze. The GEM 0.25 km model significantly improved the 21 

temperature forecast accuracy during the lake-breeze circulations, reducing the bias by up to 22 

72%, but it mainly under-predicted the moisture and over-predicted the surface wind speed. Root 23 

Mean Square Errors of wind direction forecasts were generally high due to large biases and high 24 

variability of errors.  25 
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1. Introduction  26 

The 2015 Pan American and Parapan American Games from 10 July  to 15 August  provided 27 

Environment and Climate Change Canada (ECCC) with a unique opportunity to undertake an 28 

extensive observation campaign in the Greater Toronto Area (GTA) including a mesoscale 29 

network specifically designed to detect and track lake breezes, and in particular the lake-breeze 30 

front (Joe et al. 2017). Additionally, two Doppler lidars (hereafter referred to as lidars) provided 31 

real-time observations of winds. The Canadian Global Environmental Multiscale (GEM) 32 

numerical model was run at the horizontal grid spacings of 2.5, 1 and 0.25 km to study its ability 33 

to predict lake breezes and urban meteorology. 34 

Lake breezes develop due to the temperature contrast between air over cool lake water and air 35 

over the warm land surface (Atkinson 1981; Pielke 1984). The thermal contrast produces a 36 

pressure difference between the lake and land that forces cooler air inland off the lake. Fig. 2 of 37 

Sills et al. (2011) shows an idealized lake breeze circulation. The lake-breeze front develops at 38 

the leading edge of the inflow layer. The surface convergence and updraft at the lake-breeze 39 

front can generate a narrow band of convective clouds (Lyons 1972). The depth of inflow layer 40 

typically ranges from 100 to 1000 m (Lyons 1972; Keen and Lyons 1978; Curry et al. 2016; 41 

Mariani et al. 2017), however, the return flow above the inflow layer can be twice as deep 42 

(Lyons 1972). 43 

The GTA is often affected by lake breezes due to its proximity to Lake Ontario. Estoque et al. 44 

(1976) investigated the structure and diurnal variations of lake breezes over the southern part of 45 

Lake Ontario using both observations and numerical simulations. The passage of the lake-breeze 46 

front was marked by a sharp shift in wind direction, decrease in temperature, and increase in 47 
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relative humidity. Estoque et al. (1976) also showed that the lake-breeze front depth can reach 48 

250 m, and the lake breeze can penetrate as far as 30 km inland. Comer and McKendry (1993) 49 

extended the work of Estoque et al. (1976) by investigating a wider range of data. They used the 50 

lake-breeze index developed by Biggs and Graves (1962) to identify lake breezes. They found 51 

that lake breezes developed on over 30% of the days during summer over Lake Ontario and 52 

could penetrate as far as 45 km inland. They also suggested that the wind field over Lake Ontario 53 

can be influenced significantly by nearby lakes.  54 

In the more recent studies of lake breezes in the GTA, it was found that GTA lake breezes 55 

occurred on more than 70% of warm season days (Wentworth et al. 2015; Mariani et al. 2017). 56 

Other studies of lake breezes in southern Ontario have shown that lake breezes can penetrate as 57 

far inland as 215 km (Sills et al. 2011), initiate thunderstorms (Sills et al. 2002; King et al. 2003) 58 

and affect air quality (Hastie et al. 1999; Hayden et al. 2011; Wentworth et al. 2015). Lake 59 

breezes have a large influence on the meteorology and climate of coastal cities particularly in 60 

spring and summer, and it is therefore important to forecast lake breezes accurately.  61 

Previous modeling studies of Lake Ontario lake breezes are limited to numerical models with 62 

grid spacings of 20 and 10 km (Estoque and Gross 1981; Comer and McKendry 1993). Estoques 63 

and Gross (1981) used a primitive equation model (e.g., momentum, thermodynamic continuity 64 

equations) with variable grid spacings of 20 km (along x axis of domain) and 10 km (along y 65 

axis of domain) and five vertical levels. They compared the simulated lake breeze with 66 

observations for one day. Their results showed that the effect of prevailing flows and orography 67 

were important in simulating the characteristics of the lake breeze. The comparison of the 68 

simulated and observed lake-breeze front showed general agreement. It was suggested that the 69 

detailed differences (e.g., lake-breeze location and convergence zone) were due to deficiencies of 70 
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the model equations, unrealistic initial conditions and a flat terrain. Comer and McKendry (1993) 71 

simulated Lake Ontario breezes using the Colorado State University (CSU) mesoscale model 72 

with grid spacings of 40 km for the main domain and 10 km for the nested domain. Simulations 73 

with four different gradient wind directions showed generally good agreement with observations. 74 

However, the model underestimated the inland penetration of lake breezes. They also showed 75 

that the Lake Ontario lake breeze was strongly influenced by the size and shape of the lake as 76 

well as the large-scale wind direction.  77 

Sills et al. (2011) identified the lake-breeze fronts using GEM 2.5 km simulations over the Great 78 

Lakes. The model showed some ability to predict lake breezes successfully. However, the timing 79 

and locations of the lake-breeze fronts did not always match the observations in detailed case 80 

studies over the Lake Erie, Lake St. Clair and Lake Huron. The Lake Ontario and Toronto region 81 

were not included in their study. Leroyer et al. (2014) studied the sea-breeze events around the 82 

urban coastal area of Vancouver using GEM with grid spacings of 2.5, 1 and 0.25 km. Results 83 

showed that although GEM 2.5 and 1 km provided accurate near-surface meteorological 84 

variables (e.g., temperature, wind speed and wind direction), the physical processes involved 85 

with sea-breeze fronts (e.g., sea-breeze inland penetration, interaction with large-scale flow) 86 

were handled better with GEM 0.25 km. Kehler et al. (2016) examined 56 cases of lake breezes 87 

over Lake Winnipeg and Lake Manitoba. They showed that GEM 2.5 km correctly simulated 88 

78% and 68% of the Lake Winnipeg and Lake Manitoba lake breeze occurrences, respectively.  89 

During the Pan/Parapan American Games, in addition to ground-based observations, the 90 

experimental high-resolution GEM 1 and 0.25 km were run semi-operationally for the first time 91 

for the GTA and Lake Ontario to support the weather forecast program and to evaluate the high-92 

resolution GEM forecasts. Mariani et al. (2017) demonstrated that synoptic winds had an 93 
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important impact on the characteristics of the lake-breeze fronts in the GTA during the Games. 94 

Thus, the main objective of this paper is to test the ability of the GEM model to predict Lake 95 

Ontario lake breezes under two different synoptic wind regimes, and to determine if increasing 96 

the model spatial resolution improves the forecast of lake-breeze characteristics. The ground-97 

based observational network is used to verify the accuracy of predicted temperature, dew point 98 

temperature, wind speed and wind direction. The data, model design and lake-breeze 99 

identification methods are presented in Section 2. Analysis and discussion of the model 100 

forecasts, including their comparison to ground-based observations and characteristics of lake-101 

breeze fronts are provided in Section 3. The conclusions are given in Section 4.  102 

2. Data and methodology 103 

a. Doppler lidar data 104 

ECCC’s HALO Doppler lidar provide high-resolution (3 m) radial velocity measurements by 105 

measuring the Doppler shift of the backscattered pulse from aerosols. This allows remote 106 

observation of the horizontal and vertical structure of lake-breeze circulations at high resolution 107 

(Darby et al. 2002; Tsunematsu et al. 2009; Mariani et al. 2017). During the 2015 Pan/Parapan 108 

American Games, two scanning lidars operated in constant elevation (Plan Position Indicator; 109 

PPI), constant azimuth (Range Height Indicator; RHI), and vertically staring modes. The vertical 110 

velocity was estimated by measuring radial velocity at 90° elevation (staring mode). One of the 111 

lidars was deployed at Hanlan’s Point (43° 36' 44" N, 79° 23' 19" W) on Toronto Island and 112 

operated continuously. The second lidar was mounted on the back of a pick-up truck and driven 113 

to different locations within the GTA in order to track the lake-breeze front as is transited inland. 114 

The maximum range of the lidar measurements varied from 2 to 5 km depending on weather 115 
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conditions. The lidar measurements conducted at Hanlan’s Point and Highway 400 ONroute (43° 116 

53' 38" N, 79° 33' 26" W) will be used in this study. 117 

b. Mesonet data 118 

During the 2015 Pan/Parapan American Games, 53 automated stations were added to the existing 119 

network to increase the spatial density of surface weather observations. The resulting mesoscale 120 

network, or ‘mesonet’, measured 1-minute temperature, dew point, ‘black globe’ temperature, 121 

barometric pressure, wind speed and direction, and precipitation at locations across the GTA. 122 

While some stations were located at Games venues, others were set up along or near transects 123 

perpendicular to the lakeshore in order to track the inland penetration of the lake-breeze fronts 124 

(Joe et al. 2017). Thirteen ‘tower’ stations measured wind at 10 m AGL and temperature and 125 

dew point at 1.5 m AGL, except at the North York location where a shortened tower was 126 

installed atop of a low-rise building. The tower stations also measured incoming solar radiation. 127 

Twenty all-in-one ‘compact’ stations measured wind and temperature at 2.5 m AGL, while 128 

another 20 made measurements from rooftops of mostly one- and two-story buildings. The 129 

compact station data were lightly quality controlled to remove out-of-bound values while the 130 

tower station data underwent more thorough quality control. Rooftop locations were chosen only 131 

when no suitable ground-level site could be found, most often in highly urbanized areas. No 132 

attempt was made to quantify or remove errors introduced by the use of rooftop locations. Table 133 

1 provides information about the particular stations used for this study. 134 

 c. Doppler radar data  135 

The C-band Doppler radar used in this study was located north of Toronto in King City (43° 57' 136 

50" N, 79° 34' 26" W). The radar operated at 5625 MHz frequency with a beamwidth of 0.62°. 137 
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Data are sampled at 250 m and 0.5°, in range and azimuth resolution, respectively.  The radar 138 

runs on a 10-minute cycle. (Hudak et al. 2006; Boodoo et al. 2010). These measurements cover 139 

the GTA and Lake Ontario. Radar “fine lines” are often observed and are due to the presence of 140 

insects along the updrafts of lake-breeze fronts and other mesoscale boundaries (Wilson et al. 141 

1994). The radar fine lines can be used along with other observations to track lake-breeze fronts 142 

(Sills et al. 2011). 143 

d. GEM model data 144 

The GEM atmospheric model was originally developed in the 1990s at ECCC (GEM; Côté et al. 145 

1998; Zadra et al. 2008). It is based on a fully implicit temporal solution on staggered vertical 146 

and horizontal grids (Girard et al. 2014). A full suite of physical processes is represented in the 147 

GEM model (Bélair et al., 2003a, b). The model data used in this study were produced following 148 

the configuration established for Pan/Parapan American Games project. Most of the features 149 

were similar to those in Leroyer et al. (2014) and Bélair et al. (2017), and included three nested 150 

domains with grid spacings of 2.5, 1 and 0.25 km (see Fig. 1) and 57 vertical levels. The output 151 

of the Regional Deterministic Prediction System (RDPS; Fillion et al. 2010) with a grid spacing 152 

of 10 km provided initial and hourly boundary conditions for the 2.5 km domain. A summary of 153 

physics schemes, time steps, horizontal grid spacing and vertical levels is provided in Table 2. In 154 

order to simulate lake-breeze flows, accurate differential heating between the lake and the land is 155 

required. Therefore, in addition to previous configurations, surface temperatures for the Great 156 

Lakes were prescribed using 2-km hourly output from a coupled ocean-atmosphere forecasting 157 

system (Dupont et al. 2012) using the Nucleus of European Model of the Ocean (NEMO) for the 158 

daily runs. For the remaining water bodies over the model domains, direct output from the 10-km 159 

RDPS and analyses based on buoys and satellite data (Brasnett 2008) were used. Turbulent 160 
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fluxes were calculated for different surface types (Bélair et al. 2003a; Leroyer et al. 2010), and 161 

over the water, they were estimated using the aerodynamic roughness length of Charnock (1955). 162 

Furthermore, the thermal and humidity roughness length of Deacu et al. (2010) was used since 163 

they found an improvement of the fluxes simulations over Lake Ontario. The model also used the 164 

advanced double-moment microphysics scheme of Milbrandt and Yau (2005). The land surface 165 

model of the Interaction between Surface, Biosphere and Atmosphere (ISBA, Noilhan and 166 

Planton 1989; Bélair et al. 2003a, b) and Town Energy Balance (TEB; Masson 2000) represented 167 

land surface physical processes over natural and urban land surfaces, respectively.  168 

e. Lake-breeze identification methods 169 

The analysis approach described in Sills et al. (2011) used mesonet data including temperature, 170 

dew point, wind speed and wind direction measurements, satellite images from GOES-13, and 171 

the C-band radar reflectivity to identify the lake-breeze front. The criteria for the identification of 172 

lake-breeze fronts are given in Table 1 of Sills et al. (2011). Briefly, they include: 173 

- A cumulus cloud line and/or radar fine line quasi-parallel to shore and either quasi-174 

stationary or moving inland, 175 

- An elongated area of converging near-surface winds quasi-parallel to shore and either 176 

quasi-stationary or moving inland, and   177 

- A rapid shift in wind direction to onshore as the lake breeze moves inland. 178 

It is noted that the signal associated with the lake-breeze front may be undetectable or very subtle 179 

in each of satellite, radar and surface data, and the use of all three observational platforms 180 

improves the likelihood of identification. Additionally, the lake-breeze front may be 181 
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accompanied by a rapid change in wind speed and a sharp decrease (increase) in temperature 182 

(dew point). When all data were available, the mesoscale analysis error associated with the lake-183 

breeze front position was estimated to be ± 1km. 184 

The GEM forecasts of a wind direction shift (at ~10 m AGL), decrease in temperature (at ~5 m 185 

AGL) and increase in dew point (at ~5 m AGL) were used to identify lake breezes at 15 minute 186 

intervals. Additionally, predicted vertical velocities were analyzed since when enhanced (i.e., 187 

when the vertical velocity maxima occurs) they could also be an indicator of a lake-breeze front 188 

(Harris and Kotamarthi 2005; Sills et al. 2011). The vertical velocities at ~120 m AGL were used 189 

in order to minimize near-surface effects. 190 

3. Results and discussions 191 

The mesoscale and lidar analyses over the GTA (Mariani et al. 2017; see also the appendix A for 192 

mesoscale analyses) indicated that the lake-breeze front on 15 July, 2015 was slow-moving with 193 

limited maximum inland penetration of 6 km under a northerly/north-north-easterly synoptic 194 

wind (opposing flow). The front remained inland from the shore for ~10 hours before it retreated 195 

somewhat then dissipated. In contrast, the lake-breeze front on 9 August, 2015 was fast-moving, 196 

traveling more than 60 km inland within ~5 hours under easterly/east-north-easterly synoptic 197 

winds (non-opposing flow). The primary purpose of this section is to determine whether the 198 

high-resolution GEM model predicted the characteristics and impact of the lake breezes under 199 

the two different synoptic flows. 200 

a. Lake-breeze events  201 

High surface pressure dominated the GTA with northerly/north-north-easterly (offshore) 202 

synoptic flow on 15 July, 2015. The mesoscale analysis showed that the surface wind shifted to 203 
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south/south-westerly as the lake-breeze front passed the lakeshore at 1508 UTC (Toronto local 204 

time+5).  The lake-breeze front traveled 6 km inland before it began to retreat lakeward at 2000 205 

UTC. On 9 August, the easterly/east-north-easterly synoptic flow was dominant throughout the 206 

day. Mesoscale analyses (Fig. A2) showed that the lake-breeze front developed at the eastern 207 

part of the lakeshore at 1400 UTC and extended to the western part of the GTA by 1500 UTC. 208 

The lake-breeze front reached its maximum distance of 60 km in the GTA at 2300 UTC.  209 

Figs. 2-4 show examples of mesoscale and GEM model output analyses used for identification of 210 

lake-breeze fronts on 15 July and 9 August. Fig. 2a illustrates that the observed wind was north-211 

easterly ahead of the lake-breeze front at 2000 UTC on 15 July. This was captured by GEM 0.25 212 

km, which predicted north-easterly/north-westerly winds in Fig. 3b. The predicted vertical 213 

velocity plot for 15 July (Fig. 3a) shows that the model generated a narrow updraft zone parallel 214 

to the lakeshore coinciding with a wind shift to onshore, decrease in wind speed (Fig. 3b), a 215 

decrease in temperature (Fig. 3c) and an increase in dew point (Fig. 3d). The position of the 216 

updraft zone was similar to the position of the observed lake-breeze front (magenta line in Fig. 217 

3).  218 

The mesoscale analyses identified the lake-breeze front on 9 August at 1600 UTC (Fig. 2b). 219 

However, due to the onshore synoptic-scale flow, gradients along the front were markedly 220 

weaker and the front was less well-defined in satellite and radar imagery than was the case for 15 221 

July. The leading edge of the lake breeze in the GEM 0.25 km model output was not clearly 222 

defined in the analysis of vertical velocity (Fig. 4a). However, similar to the 15 July case, the 223 

model produced more turbulent boundary-layer flow deeper inland (depicted in the upper portion 224 

of the Figs 4a-b) and more uniform boundary-layer flow close to the Lake Ontario. This suggests 225 

that the model predicted the suppressing effect of the relatively cool marine air on thermal 226 
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developments due air advection from the lake. The model also predicted a decrease in 227 

temperature and an increase in dew point close to the leading edge of the observed lake-breeze 228 

front but with weaker gradients compared to the 15 July case.  229 

b. Lake-breeze front characteristics  230 

1) Inland penetration 231 

The inland penetration distance of the lake-breeze front was examined using the interpolation of 232 

vertical velocity for 100 points along the shore-A2T cross-section (red line in Figs. 3a-4a). Figs. 233 

5-6 show the temporal cross-section of vertical velocities for 15 July and 9 August, respectively. 234 

Since the distance between the shore and A2T along the cross-section is 28 km, the values are 235 

given to the nearest 0.28 km due to the density of points used along the transect but it is realized 236 

that the uncertainty is larger than that, depending on the grid size used. The intersections of the 237 

observed lake-breeze fronts (mesoscale analyses) with the cross-section were also determined 238 

and marked in Figs. 5-6.  239 

The predicted vertical velocity maxima in Fig. 5 clearly illustrates that the updraft zone moved 240 

inland slowly on 15 July and retreated to the lakeshore in agreement with mesoscale analyses. 241 

However, the predicted updraft zone of maximum vertical velocity with GEM 0.25 km was not 242 

continuous (Fig. 5c) since the model tended to resolve smaller structures of updrafts and 243 

downdrafts. This was more evident in the 9 August case since the high-resolution model 244 

produced more thermals in this case. 245 

On 9 August, GEM 0.25 km produced two different regimes of vertical motions in Fig. 6c; one 246 

with smaller updraft structures ahead of the observed lake-breeze front and another with 247 

elongated structures behind the observed lake-breeze front. The boundary between the two flow 248 
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regimes moved inland in the proximity of the observed lake-breeze front. Fig.7 also illustrates 249 

the horizontal wind shift of north-easterly (offshore) to south-easterly (onshore) flow, suggesting 250 

the lake breeze passage even though the updraft zone of lake-breeze front was not clear (Fig. 6c). 251 

It appears that the GEM 0.25 km model produced a weak convergence zone along the leading 252 

edge of the lake breeze (due to lack of opposing wind) in this case and at the same time resolved 253 

the larger eddies. This makes it more challenging to locate the lake-breeze front using enhanced 254 

vertical velocity. 255 

The results also showed that the magnitude of vertical velocity increased for GEM 1 and 0.25 km 256 

(Figs. 5b-c, 6b-c) compared to GEM 2.5 km (Figs. 5a, 6a), while the width of the updraft zone 257 

decreased. The width of the updraft zone was defined as the width of the enhanced vertical 258 

velocity zone. As a result, GEM 0.25 km produced an updraft zone with a width of less than 2 259 

km on 15 July. Lake-breeze fronts are generally less than 2 km in width (Lyons 1972; Curry et 260 

al. 2016). Hence, GEM 0.25 km represented the lake-breeze width better in this case. 261 

The distance traveled by the predicted lake breeze (Fig. 8) was determined by locating the 262 

maximum vertical velocity in the updraft zone. Since the updraft zone of the lake-breeze front is 263 

not clear in the vertical velocity plots generated by GEM 0.25 km on 9 August, the boundary 264 

between the uniform and turbulent flows (Fig. 4b), wind direction changes to onshore (Fig. 7) 265 

and gradients of temperature and dew point (Fig. 4c-d) were visually located for estimation of 266 

the lake breeze inland penetration.  This method may not be as accurate as locating the enhanced 267 

vertical velocity (when it is clearly defined) but it can be used to approximately locate the lake 268 

breeze penetration in this case. The results were compared to the inland penetration of the lake-269 

breeze fronts identified by mesoscale analysis. While the observed lake-breeze front reached its 270 

maximum distance from the lakeshore (~6 km) at 2000 UTC on 15 July, the predicted lake-271 
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breeze fronts with GEM 2.5 and 1 km reached their maximum distance of 2.2 and 3.9 km at 1700 272 

and 2300 UTC, respectively. The predicted lake-breeze front with GEM 0.25 km penetrated to 273 

maximum 5.6 km at 2200 UTC before it retreated to the lakeshore. The model mostly 274 

underestimated the inland penetration in this case. The Mean Absolute Error (MAE) of the 275 

predicted inland penetrations from 1700 to 2300 UTC, were 2.3, 2.4 and 0.9 km for GEM 2.5, 1 276 

and 0.25 km, respectively. On 9 August, the model initially underestimated the inland 277 

penetrations but the predicted lake breeze traveled deeper inland than the observed lake breeze 278 

after one hour with GEM 2.5 and 1 km and after half an hour with GEM 0.25 km (Fig. 8b). The 279 

MAE of the predicted lake breeze penetrations from 1500 to 1700 UTC was 2.5, 1.1 and 2.3 km 280 

with GEM 2.5, 1 and 0.25 km, respectively. Overall, the location of the lake-breeze front was 281 

predicted more accurately with GEM 0.25 km on 15 July and with GEM 1 km on 9 August. 282 

2) Updraft intensity  283 

The intensity of the lake-breeze updraft was determined by measuring the maximum vertical 284 

velocity. Fig. 9 shows the vertical profiles of vertical velocities at the Hanlan’s Point site from 285 

1400 UTC on 15 July until 0000 UTC on 16 July. The positive (updraft) and negative 286 

(downdraft) vertical velocities measured by lidar (Fig. 9a) were associated with convective 287 

mixing in the atmospheric boundary layer. Lidar measurements exhibited an increase of updraft 288 

intensity at 1423-1431 UTC extending from surface to about 600 m. The maximum vertical 289 

velocity of 2.3 ms-1 was measured at 1427 UTC at the altitude of 310 m AGL. Furthermore, the 290 

lidar PPI scan of Lake Ontario at 1424 UTC in Fig. 10a shows that the air flow direction changed 291 

from offshore to onshore, indicating the passage of lake-breeze front (the full evolution of the 292 

lake-breeze front passage at Hanlan’s Point is provided in Figs. 4 and 7 from Mariani et al. 293 

2017). The GEM 2.5, 1 and 0.25 km predicted that the maximum vertical velocity occurred later 294 
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at 1645, 1600 and 1600 UTC, respectively (Figs. 9b-d). Similar to Fig. 5, by increasing the 295 

model resolution, the updraft zone narrowed and the vertical velocities increased in Figs. 9b-d. 296 

The maximum vertical velocities of 0.2 and 0.5 ms-1 were predicted with GEM 2.5 and 1 km, 297 

respectively. These values are significantly smaller than the lidar observation of the lake-breeze 298 

updraft. The GEM 0.25 km predicted higher maximum vertical velocity of 1.9 ms-1 at 365 m 299 

AGL. This suggests that the increase of model resolution improved the representation of the 300 

updraft intensity, though it did not improve the accuracy of the updraft timing in this case.  301 

The profiles of vertical velocity for the 9 August case at the Highway 400 ONroute site are 302 

presented in Figs. 11 and 12. The mobile lidar operated from 1800 to 2100 UTC; its range was 303 

limited due to fewer targets (aerosols) on this particular day at this location. The maximum 304 

vertical velocity of 3.3 ms-1 was measured at 1819 UTC at an altitude of 230 m AGL (Fig. 11a 305 

and 12). Additionally, the PPI scan in Fig. 10b illustrates that the wind shifted to onshore flow at 306 

1827 UTC, indicating the passage of lake-breeze front. The predicted vertical velocities in Fig. 307 

11b for the period of 1400 to 2100 UTC shows that maximum vertical velocity of 0.17 ms-1 308 

occurred at 760 m AGL at 1815 UTC. Figs. 11c-d show that GEM 1 and 0.25 km resolved 309 

smaller structures producing more updrafts compared to GEM 2.5 km. Near to the time of the 310 

observed lake-breeze front passage, GEM 1 km predicted the maximum vertical velocity of 0.75 311 

ms-1 at 1800 UTC at 760 AGL (Fig. 11c) and GEM 0.25 km predicted the maximum of 2.6 ms-1 312 

at 1715 UTC at 605 m AGL (Fig. 11d). These updraft zones are vertically more extended than 313 

the ones predicted earlier (at 1515 and 1615 UTC) which could suggest that they are more likely 314 

associated with the lake-breeze front rather than convective rolls. Results also show that the 315 

order of magnitude of lidar maximum vertical velocity for the available measurements (Fig. 12) 316 

was more comparable to the GEM 0.25 km prediction of vertical velocity (Fig. 11d). The timing 317 
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of the maximum vertical velocity did not change significantly for different resolutions of the 318 

model. 319 

3) Depth 320 

The RHI scans taken at Hanlan’s Point and Highway 400 ONroute (Fig. 13) were used to find 321 

lake-breeze depths by determining the altitude at which the direction of radial velocity changed 322 

from onshore to offshore. The strongest changeover of the radial velocity direction from onshore 323 

(blue) to offshore (red) occurred at 190 m and 900 m as measured within 100 m from the lidar at 324 

Hanlan’s point and Highway 400 ONroute, respectively. Similarly the modeled lake-breeze 325 

depth was estimated by locating the altitude at which the horizontal velocity changed to an 326 

offshore wind. Fig. 14 shows the observed and predicted lake-breeze depths for 15 July and 9 327 

August.  The results in Fig. 14a indicates that the depth increased after the lake-breeze front 328 

passage at 1424 UTC on 15 July, and decreased after the lake breeze dissipated at Hanlan’s 329 

Point. The comparisons between GEM output and lidar-measured depth showed that the model 330 

did not generate any lake-breeze depth until 1615 UTC due to the late lake-breeze front model 331 

timing. The model underestimated the lake-breeze depth on average by 83 and 37 m with GEM 332 

2.5 and 1 km, respectively, and overestimated by 27 m with GEM 0.25 km from 1630 to 2315 333 

UTC. 334 

On 9 August, GEM 2.5, 1 and 0.25 km overestimated the depth by 255, 133 and 143 m, 335 

respectively from 1815 to 2045 UTC (Fig. 14b). While the GEM predictions of the lake-breeze 336 

depth were generally larger than observations, GEM 0.25 km predicted closer values to the 337 

observations within 45 minutes from the time the observed lake-breeze front passed over the 338 

lidar site at ~1815 UTC. The GEM 0.25 km initially underestimated the depth by 28 m from 339 

Huang's family
Highlight



16 
 

1830 to 1900 UTC, but the error increased after 1900 UTC. One should note that both measured 340 

and predicted lake-breeze depths on this day were larger than depths on 15 July likely due to 341 

greater low-level instability in the atmosphere which could encourage an extension of the lake 342 

breeze vertical structure (Atkinson 1981).  343 

Overall, GEM 1 and GEM 0.25 km performed better in predicting the lake-breeze depth for the 344 

two events. Both the measured and predicted lake-breeze depths were within the ranges (100-345 

1000 m) of previous studies of lake-breeze depth (Lyons 1972; Curry et al. 2016). 346 

c. Lake-breeze front impact 347 

Time series of 1-minute observations at selected surface stations (Table 2) are used to examine 348 

the accuracy of the predicted temperature drop, dew point rise, horizontal wind speed decrease 349 

and timing of wind shift to onshore upon arrival of the lake-breeze front. The wind shift timing 350 

using 1-minute data was selected to match the timing of the mesoscale analyses. The decrease in 351 

temperature and increase in dew point were estimated from 15 minutes before the wind shift 352 

until 45 minutes after, since the change in temperature and dew point can begin slightly earlier 353 

than the wind shift. A similar method was used to analyze the model output. The results are 354 

presented in Table 3. The decrease in wind speed due to the lake-breeze front is not included in 355 

the table since it was only observed at Z2D and L1B on 15 July, and at L1F on 9 August. Figs. 356 

15-16 show the time series of temperature, dew point, wind direction and wind speed at Z2D 357 

station for 15 July and at L1F for 9 August. 358 

On 15 July, the temperature dropped 1.3°C and the dew point rose 1.6°C at 1508 UTC at Z2D.  359 

The offshore wind (1°-90° and 270°-360°) also shifted to onshore (90°-270°) and the wind speed 360 

decreased by ~1 ms-1 indicating that lake-breeze arrived at the station. Comparisons of the GEM 361 
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output with observations showed that the model failed to capture the sharpness of the wind 362 

direction changes possibly due to diffusive processes in the model. The model also predicted a 363 

smaller drop in temperature at 1615-1630 UTC. A maximum temperature decrease of 0.9°C and 364 

maximum dew point increase of 0.7°C were predicted by the model. The ground-based 365 

observations also showed that the lake-breeze front reached the L1B site at 1845 UTC and 366 

remained quasi-stationary until 2030 UTC causing a temperature drop of 2.3°C, dew point rise of 367 

3°C and wind speed decrease of ~1 ms-1. The lake-breeze front retreated slowly arriving at the 368 

lakeshore at 0000 UTC on 16 July. The model predicted a similar pattern though it could not 369 

propagate the front to the L1B station (see Fig. 5). As a result, the model did not predict any 370 

wind shift or temperature decrease (except with GEM 0.25 km), but predicted the increase in 371 

dew point. 372 

The observations on 9 August showed  a decrease of 1.4°C in temperature, an increase of 1.1°C 373 

in dew point and a change of wind direction from offshore to onshore at ~1442 UTC (Table 3); 374 

no sharp changes in wind speed was observed at Z2D. The model predicted the maximum 375 

temperature drop and dew point increase of 0.2°C and 0.3°C, respectively, for this station. The 376 

impact of the lake-breeze front was more significant at some of the stations located deep inland. 377 

For example, ~23 km from the lakeshore at L1F station (Fig. 16), the offshore wind shifted to 378 

onshore at ~1648 UTC, indicating lake-breeze front passage at this location. The lake-breeze 379 

front passage dropped the temperature by 1.5°C and increased the dew point by 2.5°C. However, 380 

the model predicted a maximum decrease of 0.3°C in temperature and maximum increase of 1°C 381 

in dew point at this station. The wind speed observations showed a decrease of ~1 ms-1 while 382 

GEM 1 and 0.25 km predicted a decrease of 2 ms-1. The GEM 2.5 km model did not produce any 383 

decrease in wind speed during the lake breeze passage. 384 
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The model consistently underestimated the temperature drop associated with the lake-breeze 385 

front for all examined cases in this study. The errors of the predicted temperature drops ranged 386 

0.4-2.5°C and were reduced by up to 30% by increasing the model resolution except at Z2D. The 387 

model also underestimated the increase in dew point by up to 2.1°C. The predicted lake-breeze 388 

front (wind shift) timing was late by a maximum 82 minutes for stations close to lakeshore and 389 

early by a maximum 98 minutes for stations located deep inland. The increase of model 390 

resolution improved the prediction accuracy of timing at all the stations except at L1B. 391 

d. Near-surface meteorological variables  392 

The predicted temperature, dew point, wind direction and horizontal wind speed were compared 393 

to ground-based observations to evaluate the performance of the model from the time the lake-394 

breeze fronts arrived at the surface station until the time the lake-breeze circulations ended. 395 

Following the approach in Sills et al. (2011), the end time was defined as the last hour that the 396 

lake breeze could be seen on the lakeshore. Therefore, the time at which the wind shifted to 397 

offshore was considered to be the end time of the lake-breeze circulation. For example, on 15 398 

July, the model was evaluated at Z2D from the arrival time of lake-breeze front at 1508 UTC 399 

until the end of the circulation at 0100 UTC on 16 July. 400 

Fig. 17 shows the Mean Bias Error (MBE) and Standard Deviation of Error (STDE) estimated at 401 

15 minutes intervals on 15 July and 9 August. The MBE and STDE represent the mean bias and 402 

the deviation of errors from the mean bias, respectively. The model data at the first prognostic 403 

level (~10 m for wind and ~5 m for temperature and dew point) were used for calculating the 404 

metrics since this was the nearest level to the altitudes of observations (2.5-10.3 m AGL). In 405 

addition, the lake-breeze circulation timing during which the metrics were calculated varied 406 
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depending on the lake-breeze front arrival time. Therefore, the errors at surface stations cannot 407 

be compared directly. Nevertheless, the focus of this section is to obtain a range of errors during 408 

the lake-breeze events rather than comparing the results of different surface stations. 409 

The results indicate that the GEM 2.5 km model underestimated temperature by 1.4-3.6°C in 410 

both case studies at all the selected stations. It also overestimated the dew point by 0.6-3°C 411 

except at Z2D (both cases) and A2T stations. The wind direction errors were determined by 412 

estimating the difference using the smallest distance on the circle to account for its wrap-up 413 

nature (i.e. 359+1=0). The wind direction MBEs were high ranging from 9° to 93°. The wind 414 

direction errors were particularly large at L1B on 15 July since no lake-breeze front was 415 

predicted for the L1B station. The predicted wind direction remained offshore during most of the 416 

day at this location leading to large errors during the lake-breeze circulation. The wind speed was 417 

overestimated on 15 July and underestimated on 9 August with GEM 2.5 km. The wind speed 418 

MBE ranged from 0.1 to 2.2 ms-1 with GEM 2.5 km. The increase of model resolution (grid 419 

spacings of 1 and 0.25 km) improved the accuracy of temperature prediction, reducing the MBE 420 

by as much as 72%.  GEM 1 and 0.25 km mostly underestimated the dew point and 421 

overestimated the wind speed. The MBEs of dew point and wind speed were reduced at some 422 

stations (e.g., L1E) by up to 86% with GEM 1 and 0.25 km. The increase of model resolution did 423 

not reduce the wind direction MBE significantly, except at L1B on 15 July. The results also 424 

showed that the wind direction errors had the highest variability (STDE) compared to 425 

temperature, dew point and wind speed. This was expected due to natural variability of wind 426 

direction and inability of numerical models to accurately capture these variabilities and the 427 

timing of wind shifts (Hanna 1994; Harris and Kotamarthi 2005). 428 
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The forecast accuracy was determined by estimating Root Mean Square Errors (RMSE). The 429 

RMSE represents the deviation of forecasts from observations. The RMSE values of 430 

temperature, dew point, wind direction and wind speed ranged over 0.6-3.6°C, 0.7-3.1°C, 19°-431 

126° and 0.6-2.4 ms-1, respectively. In order to find the confidence interval of RMSE values, the 432 

bootstrap method (DiCiccio and Efron 1996) was used. The method is based on resampling with 433 

replacement from the given sample. For this work, the errors (forecast-observation) were 434 

resampled 10000 times. The RMSE of resampled errors was calculated, and the 10% and 90% 435 

percentile of the RMSEs distribution were estimated for the confidence intervals. The results are 436 

presented in Fig. 18. The forecast accuracy of temperature improved significantly at all the 437 

selected stations when the model resolution increased (grid spacings of 1 and0.25 km) leading to 438 

a decrease in RMSE by a maximum 66%. The forecast accuracy of dew point, wind direction 439 

and speed improved by a maximum 60% at some stations (e.g., L1D).      440 

4. Conclusions 441 

This study explored the ability of the GEM model to forecast the lake breezes under opposing 442 

and non-opposing synoptic flows during the 2015 Pan/Parapan American Games in Toronto. The 443 

case studies included the 15 July event where a slow-moving lake-breeze front impacted the 444 

GTA lakeshore regions for ~10 hours and the 9 August event where a fast-moving lake-breeze 445 

front penetrated more than 60 km inland through the GTA in ~6 hours. The modeled lake 446 

breezes were compared with mesoscale analyses, lidar observations of radial winds, and surface 447 

stations observations. The following were found: 448 
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(i) The GEM model successfully predicted the lake-breeze fronts for the two lake-breeze events. 449 

The wind direction shifts to onshore were captured by the model as were the decrease in 450 

predicted temperature and increase in dew point. 451 

 (ii) The predicted enhanced vertical velocity with GEM 2.5 and 1 km clearly showed the lake-452 

breeze frontal zone for the two events, though the GEM 0.25 km did not produce a clear updraft 453 

zone associated with lake-breeze front on 9 August. It seems that the model resolved the large 454 

eddies in this case while producing a weak convergence zone associated with lake-breeze front. 455 

We speculate that the representation of turbulence in the model contributed to this issue. 456 

(iii) GEM 0.25 km generated elongated, weak updraft structures in the lake breeze inflow region 457 

that were approximately aligned with the onshore surface wind for both 15 July and 9 August. 458 

This suggests that the high-resolution model likely captured the suppressing effect of the cooler 459 

lake air on the generation of thermals. 460 

(iv) Comparisons of the predicted characteristics of lake-breeze fronts including inland 461 

penetration, updraft intensity, depth and timing with observations showed that GEM 2.5 km 462 

predicted the lake-breeze front characteristics with some degree of accuracy during the two 463 

events. However, the accuracy improved significantly when the model ran with the grid point 464 

spacings of 0.25 km for the 15 July case and with a grid point spacing of 1 km for the 9 August 465 

case. 466 

(v) The model underestimated the cooling behind the lake-breeze front by up to 2.5°C in this 467 

study. It also underestimated the rise in dew point by up to 2.1°C. While the increase of model 468 

resolution improved the prediction of the temperature drops at all the selected locations, it 469 

improved the dew point increases prediction only at some locations. In addition, the model 470 
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sometimes failed to capture the sharpness of changes in the wind direction during the passage of 471 

the lake-breeze front, possibly due to diffusion processes in the model. 472 

(vi) During the lake-breeze circulation the model underestimated the temperature by up to 3.6°C. 473 

While GEM 2.5 km overestimated the dew point by a maximum 3°C, GEM 1 and 0.25 km 474 

underestimated the dew point by up to 1.3°C. The GEM 2.5 km model also underestimated the 475 

wind speed while the higher-resolution model overestimated by up to 2 ms-1. The biases and 476 

variability of errors for wind direction predictions were generally very high. 477 

(vii) During the lake-breeze circulation, the increase of model resolution increased the accuracy 478 

of temperature predictions significantly within 90% percentile at all the selected stations. 479 

However, it improved the accuracy of dew point, wind speed and direction predictions at some 480 

of the selected stations. 481 

There are several aspects of the atmospheric model that need to be examined in order to improve 482 

the representation of lake-breeze circulations over the GTA. For instance, how much would 483 

better representation of lake surface temperatures improve the GEM’s performance? Is the 484 

turbulent exchange between the Lake Ontario and the atmosphere correctly simulated? What is 485 

the impact of the urban canopy on onshore air temperature, wind speed and lake breezes? The 486 

diffusive processes (numerical and physical) might also degrade the quality of the predicted lake 487 

breezes. These aspects will be subjects of the future studies.  488 
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Figures Captions 617 

Fig. 1. The GEM domains. 618 

Fig. 2. Mesonet analyses (a) on 15 July at 2000 UTC, (b) on 9 August at 1600 UTC. The 619 

meteorological data including wind barbs and the radar reflectivity are shown. The locations of 620 

lake-breeze fronts are indicated by the magenta lines. Note that the lake-breeze fronts at the top 621 

of the Fig. 2a are generated by Lake Simcoe and Georgian Bay.          622 

Fig. 3. The GEM 0.25 km numerical output for the lake-breeze event of 15 July at 2000 UTC, 623 

2015. Plots of (a) vertical velocity (ms-1) at ~120 m AGL, (b) horizontal wind speed (ms-1) and 624 

direction (°) at ~10 m AGL, (c) temperature (°C) and (d) dew point (°C) at ~5 m AGL. The plots 625 

cover an area of ~50×30 km2. The white and magenta lines represent the GTA lakeshores and the 626 

lake-breeze front determined by the mesoscale analyses, respectively. The red line indicates the 627 

cross-section passing through the selected surface stations in Table 2. Hanlan’s Point and 628 

Highway 400 ONroute are the locations of the lidars, and Z2D is the location of the surface 629 

station at the lakeshore.  630 

Fig. 4. Same as Fig. 3, except for 9 August, 2015 at 1600 UTC. 631 

Fig. 5. vertical velocity (ms-1) along the shore-A2T cross-section at ~120 m AGL with (a) GEM 632 

2.5 km, (b) GEM 1 km and (c) GEM 0.25 km on 15 July. The white dots indicate the inland 633 

penetration of lake-breeze front as given by mesonet analysis. The location of the cross-section 634 

in the GTA is shown in Fig. 3a. Note that figures are plotted using different scales to clearly 635 

show the updraft zone. 636 

Fig. 6. The same as Fig. 5, except for 9 August, 2015 637 



30 
 

Fig. 7. Horizontal velocity (ms-1) along the shore-A2T cross-section with GEM 0.25 km on 9 638 

August.  A vector pointing right to left is a northerly flow. 639 

Fig. 8. Locations of the modeled and observed lake-breeze front along the shore-A2T cross-640 

section (red line in Figs. 3a and 4a) on (a) 15 July and (b) 9 August. Note that the predicted lake 641 

breeze with GEM 0.25 km has passed by A2T station by 1700 UTC on 9 August. 642 

Fig. 9. Vertical velocity in ms-1 (a) measured by lidar at Hanlan’s Point from 1400 UTC on 15 643 

July until 0000 UTC on 16 July, and the predicted vertical velocities (ms-1) at the nearest grid 644 

point to Hanlan’s Point for the same period  with (b) GEM 2.5 km, (c) GEM 1 km and (d) GEM 645 

0.25 km. The white color indicates no measurements. Note that figures are plotted using different 646 

scales to clearly show the updraft zone, however the scales for (a) and (d) are the same. 647 

Fig. 10. A snapshot of lidar measurements of radial velocity in ms-1 (PPI scan) when the lake-648 

breeze front was passing over (a) Hanlan’s Point on 15 July at 1424 UTC and (b) Highway 400 649 

ONroute on 9 August at 1827 UTC. Negative (blue) velocities represent winds towards the lidar 650 

(onshore); positive (red) velocities represent winds away from the lidar (offshore). 651 

Fig. 11. The same as Fig. 9 except at Highway 400 ONroute from 1400 UTC until 2100 UTC on 652 

9 August. The arrow shows the time and the location of the maximum vertical velocity for the 653 

available lidar measurements. 654 

Fig. 12. Lidar measurements of vertical velocity from 1800 UTC to 1830 UTC at the height 655 

range from 60 to 240 m AGL at Highway 400 ONroute. The maximum vertical velocity occurred 656 

at 1819 UTC for the measurements below 240 m AGL. 657 
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Fig. 13. A snapshot of lidar measurements of radial velocity in ms-1 (RHI scan) when the lake-658 

breeze front was passing over (a) Hanlan’s Point on 15 July at 1445 UTC (b) Highway 400 659 

ONroute on 9 August at 1815 UTC. Negative (blue) velocities represent winds towards the lidar; 660 

positive (red) velocities represent winds away from the lidar. The direction of the x-axis is facing 661 

south.  662 

Fig. 14. Observed and predicted lake-breeze depths using lidar and GEM at intervals of 15 663 

minutes at (a) Hanlan’s Point on 15 July and (b) Highway 400 ONroute on 9 August. Note that 664 

the lake-breeze front arrived at Hanlan’s Point and Highway 400 ONroute approximately at 1424 665 

UTC and 1815 UTC, respectively. The modeled depths were estimated at the nearest grid point 666 

to the lidar sites. 667 

Fig. 15. Comparisons of observations with the model output at the nearest grid point to Z2D 668 

station from the period of 1200 UTC on 15 July to 0115 UTC on 16 July, 2015. (a) temperature 669 

(°C), (b) dew point (°C), (c) horizontal wind direction (°) and (d) horizontal wind speed (ms-1). 670 

The observed lake-breeze front arrived at 1508 UTC. The temporal resolution of observations 671 

and predictions are 1 and 15 minutes, respectively. 672 

Fig. 16. The same as Fig. 15 except from 1200 UTC on 9 August to 0000 UTC on 10 August at 673 

L1F station. The lake-breeze front arrived at 1643 UTC. 674 

Fig. 17.  The MBE values for (a) temperature (°C), (b) dew point (°C),  (c) wind direction (°) and 675 

(d) wind speed (ms-1) at the nearest grid point to surface stations for the periods of time that 676 

surface stations were affected by the lake-breeze circulations on 15 July and 9 August. The error 677 

bars represents the STDE values. 678 



32 
 

Fig. 18. The RMSE values and corresponding 10% and 90% confidence intervals for (a) 679 

temperature (°C), (b) dew point (°C), (c) wind direction (°) and (d) wind speed (ms-1) at the 680 

nearest grid point to surface stations for the periods of time that surface sites were affected by the 681 

lake-breeze circulations on 15 July and 9 August, 2015.  682 

Fig. A1. Hourly mesonet analyses for 15 July, 2015. 683 

Fig. A2. The same as Fig. A1 except for 9 August, 2015. 684 
 685 

 686 

 687 

 688 

 689 

 690 

 691 

 692 

 693 

 694 
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 695 

Table 1. Selected surface stations. 696 

Surface sites Latitude Longitude Type  Height of sensors  

from ground (m) 

Z2D 43°38'22.3''N 

 

79°20'53.7''W 

 

Compact/ground 2.5 

L1B 43°40'41.5"N 

 

79°26'34.6"W Compact/rooftop 10.3 

L1C 43°41'56.2"N 

 

79°27'5.7"W 

 

Compact/rooftop 9.1 

L1D 43°43'7.1"N 

 

79°28'7.4"W 

 

Compact/rooftop 4 

L1E 43°44'51.8"N 

 

79°28'47.6"W 

 

Compact/rooftop 9.1 

L1F 43°49'3.2"N 

 

79°31'24.2"W 

 

Compact/rooftop 7.3 

A2T 43°51'47.7"N 

 

79°32'28.9"W 

 

Tower/ground 10 (wind) 

1.5 (temperature 

and dew point) 

 697 

 698 

 699 

 700 

 701 

 702 

 703 
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Table 2. RDPS and GEM configurations.  704 

Domains RDPS Domain 1 

(nested) 

Domain 2 

 (nested) 

Domain 3 

(nested) 

Horizontal grid spacing 

(km) 

10 2.5 1 0.25 

Number of grid points 360×256 512x512 512x512 1024×1024 

Vertical momentum levels 58 57 57 57 

Levels below 500 m 6 15 15 15 

Levels below 1500 m 13 26 26 26 

Time steps (s) 450 60 30 12 

Land surface model (URB) ISBA ISBA ISBA+TEB ISBA+TEB 

Land surface model (VEG) ISBA ISBA ISBA ISBA 

Planetary Boundary Layer MoisTKE MoisTKE MoisTKE MoisTKE 

Microphysics ConSun MY-DM MY-DM MY-DM 

 705 

Table 3. Temperature drops, T, dew point rises, Td, and wind shift timings due to lake-breeze 706 

front at selected surface stations. The n/a for Td means highly variable measurements. Also when the 707 

wind shift to onshore was not observed, n/a was recoreded for the timing. Zero means no decrease in 708 

temperature (or  increase in dew point) was occurred.  709 

 observations GEM 2.5 km GEM 1 km GEM 0.25 km 

Day Station T  

(°C) 

Td 

(°C) 

Time 
(UTC) 

T 

(°C) 

Td 

(°C) 

Time 
(UTC) 

T 

(°C) 

Td 

(°C) 

Time 
(UTC) 

T 

(°C) 

Td 

(°C) 

Time 
(UTC) 

Jul15 Z2D 1.3 1.6 1508 0.9 0 1630 0.7 0.7 1615 0 0.6 1615 

Jul15 L1B 2.3 3 1845 0 3 n/a 0 0.6 n/a 0.4 1.6 n/a 

Aug9 Z2D 1.4 1.1 1442 0.2 0.3 1615 0 0.3 1600 0 0.3 1600 

Aug9 L1B 1.1 n/a 1445 0 0 1445 0.1 0 1445 0.2 0.9 1445 

Aug9 L1C 1.1 n/a 1510 0 0 1445 0.2 0 1530 0.2 1 1515 

Aug9 L1D 1.6 1.3 1548 0 0 1515 0.5 0.8 1545 0 1 1515 

Aug9 L1E 1.2 n/a 1630 0 0 1415 0.2 0.9 1615 0.4 0.7 1500 

Aug9 L1F 1.5 2.1 1643 0 0 1445 0.2 0.4 1600 0.3 1 1615 

Aug9 A2T 2.5 n/a 1738 0 0.2 1645 0 0.9 1700 0 2.5 1600 
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 710 

Fig. 1. The GEM domains. 711 
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 712 
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Fig. 2. Mesonet analyses (a) on 15 July at 2000 UTC, (b) on 9 August at 1600 UTC. The 713 

meteorological data including wind barbs and the radar reflectivity are shown. The locations of 714 

lake-breeze fronts are indicated by the magenta lines. Note that the lake-breeze fronts at the top 715 

of the Fig. 2a are generated by Lake Simcoe and Georgian Bay.          716 

                                                     717 

 718 

Fig. 3. The GEM 0.25 km numerical output for the lake-breeze event of 15 July at 2000 UTC, 719 

2015. Plots of (a) vertical velocity (ms-1) at ~120 m AGL, (b) horizontal wind speed (ms-1) and 720 

direction (°) at ~10 m AGL, (c) temperature (°C) and (d) dew point (°C) at ~5 m AGL. The plots 721 

cover an area of ~50×30 km2. The white and magenta lines represent the GTA lakeshores and the 722 

lake-breeze front determined by the mesoscale analyses, respectively. The red line indicates the 723 

cross-section passing through the selected surface stations in Table 2. Hanlan’s Point and 724 
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Highway 400 ONroute are the locations of the lidars, and Z2D is the location of the surface 725 

station at the lakeshore.  726 

 727 

Fig. 4. Same as Fig. 3, except for 9 August, 2015 at 1600 UTC. 728 



39 
 

 729 

Fig. 5. vertical velocity (ms-1) along the shore-A2T cross-section at ~120 m AGL with (a) GEM 730 

2.5 km, (b) GEM 1 km and (c) GEM 0.25 km on 15 July. The white dots indicate the inland 731 

penetration of lake-breeze front as given by mesonet analysis. The location of the cross-section 732 

in the GTA is shown in Fig. 3a. Note that figures are plotted using different scales to clearly 733 

show the updraft zone. 734 

 735 
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 736 

Fig. 6. The same as Fig. 5, except for 9 August, 2015 737 

 738 
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 739 

Fig. 7. Horizontal velocity (ms-1) along the shore-A2T cross-section with GEM 0.25 km on 9 740 

August.  A vector pointing right to left is a northerly flow. 741 

 742 

 743 

 744 

 745 
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 746 

Fig. 8. Locations of the modeled and observed lake-breeze front along the shore-A2T cross-747 

section (red line in Figs. 3a and 4a) on (a) 15 July and (b) 9 August. Note that the predicted lake 748 

breeze with GEM 0.25 km has passed by A2T station by 1700 UTC on 9 August. 749 

 750 
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 751 

Fig. 9. Vertical velocity in ms-1 (a) measured by lidar at Hanlan’s Point from 1400 UTC on 15 752 

July until 0000 UTC on 16 July, and the predicted vertical velocities (ms-1) at the nearest grid 753 

point to Hanlan’s Point for the same period  with (b) GEM 2.5 km, (c) GEM 1 km and (d) GEM 754 

0.25 km. The white color indicates no measurements. Note that figures are plotted using different 755 

scales to clearly show the updraft zone, however the scales for (a) and (d) are the same. 756 

 757 
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 758 

Fig. 10. A snapshot of lidar measurements of radial velocity in ms-1 (PPI scan) when the lake-759 

breeze front was passing over (a) Hanlan’s Point on 15 July at 1424 UTC and (b) Highway 400 760 

ONroute on 9 August at 1827 UTC. Negative (blue) velocities represent winds towards the lidar 761 

(onshore); positive (red) velocities represent winds away from the lidar (offshore). 762 
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 763 

Fig. 11. The same as Fig. 9 except at Highway 400 ONroute from 1400 UTC until 2100 UTC on 764 

9 August. The arrow shows the time and the location of the maximum vertical velocity for the 765 

available lidar measurements. 766 
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 767 

 768 

Fig. 12. Lidar measurements of vertical velocity from 1800 UTC to 1830 UTC at the height 769 

range from 60 to 240 m AGL at Highway 400 ONroute. The maximum vertical velocity occurred 770 

at 1819 UTC for the measurements below 240 m AGL. 771 

 772 

Fig. 13. A snapshot of lidar measurements of radial velocity in ms-1 (RHI scan) when the lake-773 

breeze front was passing over (a) Hanlan’s Point on 15 July at 1445 UTC (b) Highway 400 774 

ONroute on 9 August at 1815 UTC. Negative (blue) velocities represent winds towards the lidar; 775 

positive (red) velocities represent winds away from the lidar. The direction of the x-axis is facing 776 

south.  777 

 778 

 779 
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 780 

Fig. 14. Observed and predicted lake-breeze depths using lidar and GEM at intervals of 15 781 

minutes at (a) Hanlan’s Point on 15 July and (b) Highway 400 ONroute on 9 August. Note that 782 

the lake-breeze front arrived at Hanlan’s Point and Highway 400 ONroute approximately at 1424 783 

UTC and 1815 UTC, respectively. The modeled depths were estimated at the nearest grid point 784 

to the lidar sites. 785 
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 786 

Fig. 15. Comparisons of observations with the model output at the nearest grid point to Z2D 787 

station from the period of 1200 UTC on 15 July to 0115 UTC on 16 July, 2015. (a) temperature 788 

(°C), (b) dew point (°C), (c) horizontal wind direction (°) and (d) horizontal wind speed (ms-1). 789 

The observed lake-breeze front arrived at 1508 UTC. The temporal resolution of observations 790 

and predictions are 1 and 15 minutes, respectively. 791 
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 792 

Fig. 16. The same as Fig. 15 except from 1200 UTC on 9 August to 0000 UTC on 10 August at 793 

L1F station. The lake-breeze front arrived at 1643 UTC. 794 
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 795 

Fig. 17.  The MBE values for (a) temperature (°C), (b) dew point (°C),  (c) wind direction (°) and 796 

(d) wind speed (ms-1) at the nearest grid point to surface stations for the periods of time that 797 

surface stations were affected by the lake-breeze circulations on 15 July and 9 August. The error 798 

bars represents the STDE values. 799 

 800 

 801 

 802 



51 
 

 803 

Fig. 18. The RMSE values and corresponding 10% and 90% confidence intervals for (a) 804 

temperature (°C), (b) dew point (°C), (c) wind direction (°) and (d) wind speed (ms-1) at the 805 

nearest grid point to surface stations for the periods of time that surface sites were affected by the 806 

lake-breeze circulations on 15 July and 9 August, 2015.  807 

 808 

 809 

 810 
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Appendix A. 811 

 812 

Fig. A1. Hourly mesonet analyses for 15 July, 2015. 813 
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 814 

Fig. A1. (Continued) 815 

 816 
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 817 

Fig. A2. The same as Fig. A1 except for 9 August, 2015. 818 
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 819 
Fig. A2. (Continued) 820 

 821 




